
Abstract
Automatic liver segmentation is challenging, and the tumor segmenting process adds more complexity. Based on the grey levels 
and shape, separating the liver and tumor from abdominal CT images is critical. In our paper suggests a more effective approach by 
using Gabor features (GF) to segment liver tumors from CT images and three alternative neural network algorithms to address these 
problems: RF, CNN and ANN. This thesis uses the same collection of classifiers and GF to first segment a variety of Gabor liver images. 
The organ (liver) is then extracted from an abdominal CT image using liver segmentation, which is done by three classifiers: ANN, CNN, 
RF trained on Gabor filter and the tumor segmentation is done by the human visual system (HVS). For pixel-wise segmentation, reliable 
and accurate ML techniques were used. For the liver segmentation, the classification accuracy was 99.55, 97.88 and 98.13% for RF, CNN 
and ANN, respectively. From the extracted image of liver, the classification accuracy for tumor was 99.52, 98.07 and 98.45% for RF, CNN 
and ANN, respectively. 
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Introduction
In this world, cancer is the second factor of death. In 2015, 
The World Health Organization (WHO) reports that 788000 
died due to liver cancer over 8.8 million deaths. The higher 
rate of liver cancer cases was found in Southeast Asia and 
Sub-Saharan Africa, which account more than 600000 
fatalities annually. Most of liver cancers can be primary or 
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secondary or liver metastases. The most prevalent main 
form of liver cancer is hepatocellular carcinoma (HCC). This 
paper extracts the pixel level features using a set of Gabor 
filters. The liver is then extracted from an abdominal CT 
image using liver segmentation, which is done by three 
classifiers: ANN, CNN, RF trained on Gabor filter and the 
tumor segmentation is done by the human visual system 
(HVS), for pixel-wise segmentation reliable and accurate ML 
techniques were used. A strategy is founded on the training 
and testing of several labels for the liver and tumor taken 
from medical images that skilled radiologists and doctors 
initially segmented. Creating software or a computer-
assisted system will allow you to combine these thoroughly 
tried and confirmed techniques (Bevilacqua V, et al., 2017). 
Therefore, developing a liver and tumor segmentation 
algorithm that is accurate and effective without the 
assistance of a specialist can save many lives.

Literature Survey
Numerous studies have been conducted to segment 
the liver and its tumors using manual, auto and semi-
auto segmentation techniques. In contrast, the manual 
segmentation technique concentrates on various sectors, 
hemi-liver regions or blood vessels to segment the liver. 
The auto and semi-auto segmentation techniques on 
various computer-based algorithms to allow the tumors 
or the liver segmentation from the CT images with varying 
degrees of number of user interaction. To distinguish the 
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liver or a tumor from medical photographs, whether using 
a manual segmentation technique (full hand) or a semi-
automatic segmentation technique, always requires the 
active engagement of an expert of physician. The sections 
that follow give an overview of the research on tumor and 
liver segmentation that has been done in the field. By using 
the procedure of liver segmentation, a medical image is 
divided into non-liver parenchyma and liver parenchyma 
(Ronneberger O et al., 2015). There are numerous techniques 
for segmenting the liver, including active contour, CNN and 
ANN clustering, deformable model, level set, graph cuts 
and thresholding. A lot of connected networks have built 
recently, and while they seem favorable, they are expensive 
to compute because they need a lot of training data and fast 
processors. By studying the region’s homogeneity feature, 
an adaptive region expanding technique to autonomously 
for liver segmentation. This technique under segments 
when the target is inhomogeneous since it depends on the 
homogeneity criteria of the tissue.

The procedure of separating tumor cells from liver cells is 
known as tumor segmentation. For any surgical procedure, 
tumor segmentation is crucial. For a more effective 
treatment strategy at different stages of liver cancer, 
accurate and specific knowledge of the location and shape 
of the tumor is very important. This enables monitoring the 
progress of the therapy over time.

Proposed System
We offer two reliable and well-liked supervised neural 
network techniques, random forest algorithm (RF) as 

shown in Figure 1 and support vector machine (SVM), which 
are employed as classifiers to segment liver and tumors. 
Convolutional neural network (CNN) is another method of 
classifier used for separating hyperplane. CNN can avoid the 
issue by using hyperplane. The segmentation of the liver 
and tumor has been approached in our thesis as a binary 
classification issue (Ronneberger O et al., 2018). The CNN 
classifiers to determine whether each point during liver 
or lesion segmentation is a liver or a tumor cell or not. The 
CNN ideal hyperplane was used to estimate the distance 
between the two categories of cells, such as segmentation 
of liver and tumor (E. Vorontsov et al., 2018). The following 
sections cover the specifics of each method and how it was 
used to segment the liver and tumors.

Pre-processing of CT image
Picture pre-processing is a crucial stage in CT image survey, 
including noise reduction, augmentation, normalization 
and standardization. There are two types of domains like 
spectral and spatial domain were used to remove noise from 
the scanned CT images (P. Campadelli et al., 2007). While 
adaptive mean filtering makes use of local image statistics to 
recognize and maintain edges and features, mean filtering 
blurs and smoothes the image as shown in Figures 2 and 3. 
When the function of probability density function has a 

Figure 1: Random forest algorithm

Figure 2: Liver segmentation using random forest

Figure 3: Tumor segmentation using random forest



698 N. Sasirekha et al. The Scientific Temper. Vol. 14, No. 3

large tail, order-statistic filters are employed to decrease 
noise (H. Hwang et al., 1995). A multi-scale transform called 
a curvelet has frame elements that are indexed by scale and 
position parameters. Geometric filtering eliminates noise 
while maintaining crucial information (Nanda N et al., 2019).

These segmented CT pictures are crucial for planning 
surgery, identifying the tumor’s location, and separating 
tissues from neighboring unnecessary organs (I. Pitas et 
al., 1992). Some types of spatial domain approaches are 
mean filtering, nonlinear diffusion, geometric, adaptive 
mean and maximum a posteriori filtering, etc.

CT scan liver images enhancement with Gabor feature 
extraction
Gabor filter is used to improve and extract the features of the 
scanned CT images of the liver. The augmentation is done 
by both HU and HE. These Hounsfield units are transformed 
into greyscale image by HU windowing and the image is 
displayed by making the best use of the available grayscale 
(A. Goshtasby et al., 2008). An array of Gabor filters, for the Figure 4: Flowchart of Gabor feature dataset

Input image

Pulse sequence synthesised

Differentation of liver and tumor from other oragans

Segmentation of liver with tumor part

Segmentation of tumor

Figure 5: Liver with tumor models
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texture analysis band-pass filter is used, were utilized to 
extract the texture information. This filter’s degree of scale, 
rotation, and translation invariance, as well as its best-in-class 
localization capabilities in spatial domains and frequency, 
are its benefits (C. Rekeczky et al., 1998).

Hounsfield windowing
Hounsfield windowing removes unnecessary parts or 
objects from medical images (R. Lamba et al., 2014). HU 
maps the radio density volume to 256 different colors of 
grey to emphasis specific structures. In order to produce the 
liver’s Hounsfield scale, a measured attenuation coefficient is 
linearly transformed. The HU window is mapped to the range 
of 0 to 255 to create the greyscale image. The HU values 
beyond the range of -100 to 400 are mapped to 0 or 255.

Gabor feature extractor
A spatial domain liner filter called the Gabor filter (GF) (A. C. 
Bovik 1991) is used to extract liver and tumor characteristics 
from abdominal CT images. A complicated sinusoidal 
plane that a Gaussian envelope has modified makes up its 
structure (F. Spoor et al., 2000). Given that Gabor wavelets 
are directly related to the Gabor filter. The input signal is 
convolved with a GF of various sizes, producing the Gabor 
space.

Execution of RF classifier for liver tumor 
segmentation
The RF binary classifier portioned the abdominal CT scanned 
images into the liver and tumor layer. The training and 

testing were done using the Gabor-based feature dataset 
(L. Zeng et al., 2016). By using the training and testing data, 
the input abdominal CT image is labeled corresponding 
to the 26 features of Gabor feature dataset as shown in 
Figure 4. 80% of the trained, 20% of the tested data were 
used. The class data of liver and the non-liver were correctly 
blended by randomly shuffling the training data. The 
test data set was passed into the RF algorithm to get the 
predicted values (M. Clark et al., 1987). The predicted classes 
were converted into 256 x 256 picture. Extract from this liver 
image the Gabor features that were described in image 
processing as shown in Figures 5 and 6. According to the liver 
and tumor class image which is manually segmented and 
provided by the radiologist, each feature set was labeled. 
This process was repeated to get to the predicted class for 
the tumor. The 256 x 256 segmented tumor image was 
obtained by resizing the column vector of the predicted 
class of the Random Forest algorithm (M. R. Turner. 1986).

Experiments and Results

Performance metrics
Performance metrics results are shown in Tables 1 to 4.

Dice similarity coefficient (DSC)
The amount of overlap between two binary masks is 
measured using DSC. It is the ratio of the size of the 
segmentation overlap to the combined size of the two 
objects. From zero (no overlap) to one (perfect overlap), it 
has a range was mentioned in Tables 3 and 4. (T. Tan 1995). 

Input image

Pulse sequence synthised

No tumor found
Figure 6: Liver with non-tumor models
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It represents the segmentation’s full effectiveness. 
Calculating dice requires the following equation.

Accuracy
Accuracy is measured as the ratio of accurately segmented 
samples to all samples. Here, one almost perfectly illustrates 
a successful segmentation. For accuracy calculations, as 
mentioned in Table 1 and 2, use the following equation.

Where TP is a true positive, FP is a false positive, TN is a true 
negative and FN is a false negative. (Chlebus G et al., 2018).

Volumetric overlapping error (VOE)
VOE stands for volume overlap error between two sets 
of voxels. VOE’s value ranges from 0 to 1. Zero in this case 
denotes flawless segmentation. The VOE is determined using 
the equation below.

Average symmetric surface distance (ASD)
To compare the differences between two outlines, ASD is 
utilized. For the projected segmentation, the collection of 
surface voxels that is S (P) is used. For the segmentation 
which is ground truth or reference the set of surface voxels 
that is S (G) is used (T. G. Dietterich 2000) The distance 
between the voxel contour of automated and the voxel 
contour of reference segmentation is called as the Euclidean 
distance or the average of the shortest distance, which is 
determined as ASD (J. R. Quinlan 1986).

Simulation Results and Comparison for RF, CNN and 
ANN
As a binary classifier, RF, CNN, and ANN are created in 
this thesis. The most popular and significant metrics for 
statistically assessing the effectiveness of these classifiers 
are AC, SN, and SP (T. Sørensen 1948). Based on the 
shared characteristics of the given data set, datasets are 
split into two classes in a binary classification as shown in  
Figures 6 and 7. AC determines how accurately a classifier 
predicts both the negative and the positive classes. (N. 
Sasirekha et al., 2015).

Results of Proposed Algorithm
The RF, CNN, and ANN are developed as binary classifiers. 
(L Ramya et al., 2015). The most well-liked and important 

measures for statistically evaluating these classifiers’ efficacy 
are AC, SN, and SP. Datasets are divided into two classes 
in a binary classification based on the traits they have in 
common as shown in Figures 8 and 9. (R Sreelakshmy et al., 
2022) In general, SN and SP demonstrate the accuracy of a 
classifier’s positive class prediction, while AC demonstrates 
the accuracy of its positive and negative class predictions.

Liver Segmentation
First, in images from an abdominal CT scan, the liver was 
separated from the other organs. The Gabor characteristics 
of the CT images trained by the ML algorithms (RF, ANN and 

Table 1: Sensitivity, specificity and accuracy for liver segmentation

Classifier Sensitivity Specificity Accuracy

RF 0.998 0.994 0.995

CNN 0.997 0.974 0.978

ANN 0.995 0.977 0.981

Figure 6: Sensitivity, specificity and accuracy for liver segmentation

Table 2: Sensitivity, specificity and accuracy for tumor segmentation

Classifier Sensitivity Specificity Accuracy

RF 0.999 0.993 0.995

CNN 0.999 0.980 0.980

ANN 0.995 0.984 0.984

Figure 7: Sensitivity, specificity and accuracy for tumor segmentation

Table 3: Contrast between preferred and other methods for liver 
segmentation

APPROACH ASD (mm) MSD (mm) DSC% VOE% RAVD%
Method with ANN 
classifiers

2.98 24.04 97.11 1.89 8.69

Method with CNN 
classifiers

3.29 25.76 96.79 2.12 10.11

Proposed method 
with RF classifiers

0.529 3.703 99.03 0.44 1.96

Moghbel et.al - - 91.19 5.95 7.49
Zhang et.al - 24.8 - 5.25 0.73
Kainmiller et.al 1.1 20.9 - 7.0 -3.6
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CNN) (L Vanitha et al., 2022). The trained and then tested 
data were separated with the purpose of segmenting the 
liver. This step separated the liver from nearby organs and 
irrelevant tissues.

Tumor Segmentation
The tumor was segmented after obtaining the liver image 
from step 1 in the previous step. Gabor characteristics 
were trained by same machine learning algorithms of the 
segmented image of liver for tumor segmentation (Sasirekha 
N et al., 2015). In this instance, the positive class is referred 
to as the tumor cells and the negative class as the liver cells. 
This step was used to segment the liver tumor.

Conclusion
The liver and the tumor segmentation from the abdominal 
CT scan images was one of the crucial task for numerous 

therapeutic applications. The importance of automatic 
approaches for solving this issue cannot be overstated 
because they save time, effort, help professionals in their 
work, and enable early tumor detection and diagnosis. Due 
to complexity of the liver surface, variations in the size of 
the liver and tumor across CT imaging slices, and ambiguity 
in the boundaries of tissues with similar intensities and 
surrounding objects, segmenting the liver and tumor is a very 
difficult task. Many studies and efforts have been done in the 
past to create an automatic and semi-automatic approach 
for segmenting tumors and the liver. However, only a few 
techniques segment the images using the liver and tumor. 
The same method or a single approach yields a better and 
more precise outcome. The majority of techniques utilised in 
clinical settings are semi-automatic, requiring some degree 
of human input during the initial contour definition or 
parameter modifications, etc. The approaches currently in use 
were mostly created based on prior research using statistical 
methodologies. The disadvantages of such strategies include 
the need for extensive statistical research and the delicate 
nature of the information-gathering procedure.

More research is necessary to expand this statistical 
model and the majority of the other approaches mentioned 
above to other organs or tissues. The new idea behind 
the suggested broad segmentation technique is training 
texture features using a neural network approach. With 
the use of the Gabor feature and three different neural 
network methods, we applied the theory to the medical 
area to segment liver and tumors. Several foreseen criteria 
were employed to demonstrate the suggested method’s 
successful implementation of the individual classifier and 
segmentation algorithms. The declared method execution 
offers a view of how this approach might be applied 
effectively with some tweaks to the same foundations.

This paper major goal was to assess the most widely used 
and reliable neural network methods (RF, CNN, and ANN) 
for tumor and liver segmentation with the Gabor feature 
and contrast the method with other previous work that is 
stated in Tables 3 and 4. We discovered that the RF classifier 
with Gabor feature performed better in comparison. The 
ANN and CNN. While CNN and ANN were outstanding 
classifiers with classification dice similarity coefficient 
and accuracy above 95% for both, RF was an excellent 
classifier. We concluded that the method described here 
significantly contributes to revealing information regarding 
the effectiveness, execution, and contrast of three different 
machine learning algorithms.
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