
Abstract
The exponential growth of digital infrastructures and the increasing sophistication of cyber-attacks necessitate the development of 
intelligent, adaptive, and real-time defense mechanisms. Traditional signature-based intrusion detection systems often fail to detect 
zero-day exploits and evolving attack patterns, making anomaly detection a critical component of modern cybersecurity. This research 
proposes an Adaptive Machine Learning Framework capable of detecting anomalies in real time by integrating streaming data analysis, 
dynamic feature selection, and continuous model optimization. The framework leverages a hybrid learning paradigm that combines 
supervised and unsupervised techniques—specifically, ensemble-based classification for known threats and clustering-based outlier 
detection for unknown patterns. A key innovation lies in the adaptive retraining module, which incrementally updates the model 
parameters in response to evolving network behaviors and attack signatures without requiring full retraining, thereby reducing 
computational overhead. The system architecture incorporates data preprocessing, feature engineering, adaptive model selection, 
and decision fusion layers to ensure high detection accuracy and minimal false positives. Real-world network traffic datasets, such 
as UNSW-NB15 and CIC-IDS2017, were used to validate the framework’s effectiveness. Experimental results demonstrate an average 
detection accuracy exceeding 98% with a significant improvement in detection latency compared to baseline methods. This approach 
shows strong potential for deployment in live cybersecurity environments, offering robust defences against both known and unknown 
threats. The proposed framework can be extended to support multi-modal data sources, enabling its integration into large-scale security 
information and event management (SIEM) systems for proactive threat mitigation.
Keywords: Cybersecurity, Real-time anomaly detection, Adaptive machine Learning, Intrusion detection systems, Stream processing, 
Threat intelligence.
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Introduction
In recent years, the cybersecurity landscape has evolved 
dramatically, driven by the rapid adoption of cloud 
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computing, Internet of Things (IoT) devices, and high-speed 
networked systems. This technological expansion has 
introduced unprecedented opportunities for innovation 
but has also created new vulnerabilities and attack surfaces. 
Cyber adversaries are employing increasingly sophisticated 
techniques such as Advanced Persistent Threats (APTs), 
polymorphic malware, and zero-day exploits, which are 
capable of bypassing traditional security mechanisms. As a 
result, real-time anomaly detection has emerged as a critical 
capability for proactive cyber-Defence.

Traditional signature-based Intrusion Detection Systems 
(IDS), while effective against known threats, struggle to 
detect novel or evolving attacks due to their reliance on 
predefined patterns. Anomaly-based detection, on the 
other hand, identifies deviations from established normal 
behavior, making it suitable for identifying zero-day and 
stealthy attacks. However, many existing anomaly detection 
solutions face significant challenges, including high false-
positive rates, poor adaptability to dynamic network 
conditions, and latency in processing high-volume data 
streams.
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Machine Learning (ML) techniques have shown significant 
promise in addressing these challenges by learning complex 
behavioral patterns from large-scale datasets. Nevertheless, 
conventional ML models require periodic offline retraining, 
which may not be suitable for environments where network 
behavior evolves rapidly. In such contexts, adaptive 
learning becomes essential to maintain accuracy and 
minimize detection delays. An adaptive ML framework can 
dynamically adjust its parameters, incorporate new threat 
intelligence, and evolve its decision boundaries in real time 
without complete model redevelopment.

This paper introduces an Adaptive Machine Learning 
Framework for Real-T ime Anomaly Detec tion in 
Cybersecurity that integrates streaming data processing, 
adaptive model retraining, and hybrid detection 
mechanisms. The proposed framework combines 
supervised learning for recognizing known threats and 
unsupervised learning for detecting previously unseen 
anomalies, enhanced by an adaptive feedback loop to 
continuously refine detection capabilities.
The primary objectives of this research are:
•	 To design a real-time anomaly detection system capable 

of processing high-throughput network traffic with 
minimal latency.

•	 To integrate adaptive machine learning techniques for 
continuous model improvement without complete 
retraining.

•	 To evaluate the proposed system’s performance against 
established datasets and compare it with existing state-
of-the-art methods.

The remainder of this paper is organized as follows:
•	 Section 2 presents the related work and existing research 

trends in real-time anomaly detection.
•	 Section 3 describes the proposed adaptive machine 

learning framework in detail.
•	 Section 4 outlines the experimental setup, datasets, and 

evaluation metrics.
•	 Section 5 discusses the results and performance analysis.
•	 Section 6 concludes the paper and suggests future 

research directions.

Literature Review
Anomaly detection in cybersecurity has been extensively 
researched over the past two decades, driven by the 
limitations of traditional signature-based Intrusion 
Detection Systems (IDS). While signature-based approaches 
such as Snort and Suricata offer efficient detection of known 
threats, they remain ineffective against zero-day attacks 
and unknown threat vectors due to their dependency on 
pre-defined rules. Consequently, machine learning-based 
anomaly detection has emerged as a viable solution, offering 
the ability to learn and generalize from large-scale network 
traffic data.

Traditional Anomaly Detection Approaches
Early anomaly detection methods primarily relied on 
statistical models such as Gaussian Mixture Models (GMM), 
Hidden Markov Models (HMM), and Principal Component 
Analysis (PCA) to identify deviations in network behaviour. 
These techniques were computationally lightweight and 
interpretable but lacked robustness in handling high-
dimensional, rapidly changing network traffic. For example, 
Paxson (1999) introduced statistical profiling for detecting 
abnormal flows, but its static thresholds led to performance 
degradation under dynamic traffic conditions.

Machine Learning-Based Intrusion Detection
The emergence of ML techniques introduced more 
sophisticated detection capabilities. Supervised algorithms 
such as Support Vector Machines (SVM), Decision Trees 
(DT), Random Forests (RF), and Gradient Boosted Trees 
have been widely adopted. For instance, Wang et al. (2018) 
demonstrated the effectiveness of Random Forest classifiers 
in detecting DoS and Probe attacks using the KDD Cup’99 
dataset, achieving high accuracy but struggling with real-
time adaptability. Conversely, unsupervised methods such 
as k-Means clustering, DBSCAN, and Isolation Forests have 
been effective for detecting unknown attack patterns 
without labeled data. However, these approaches often 
suffer from high false-positive rates, as highlighted by 
Ahmed et al. (2016).

Deep Learning for Anomaly Detection
In recent years, deep learning techniques—such as 
Convolutional Neural Networks (CNNs), Recurrent Neural 
Networks (RNNs), and Autoencoders—have demonstrated 
remarkable performance in extracting hierarchical features 
from complex network traffic. Javaid et al. (2016) used 
Deep Autoencoders to reduce dimensionality and detect 
anomalies with improved precision. Similarly, Kim et al. 
(2020) applied LSTM networks for detecting anomalies in 
time-series network data, enabling context-aware detection. 
While deep learning models offer improved detection rates, 
they are computationally intensive and often unsuitable for 
real-time deployment without specialized hardware.

Adaptive and Online Learning Models
Adaptive learning methods address the shortcomings of 
static models by allowing continuous model updates in 
response to evolving attack patterns. Cesa-Bianchi et al. 
(2006) proposed online learning algorithms that update 
model weights incrementally, making them suitable for 
streaming data. More recently, Zhang et al. (2022) introduced 
a hybrid adaptive framework combining supervised 
and semi-supervised learning for IoT network anomaly 
detection, achieving improved adaptability but at the 
cost of higher computational requirements. Despite these 
advancements, many existing adaptive systems still require 
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periodic retraining or manual tuning, which can delay 
detection in live environments.

Research Gaps
From the reviewed literature, the following gaps are evident:
•	 Lack of unified frameworks that seamlessly integrate 

supervised, unsupervised, and adaptive learning for 
both known and unknown threats in real time.

•	 High computational costs of deep learning-based 
models hinder their practical deployment in latency-
sensitive cybersecurity applications.

•	 Limited adaptability in existing models to evolving 
network behaviours without retraining from scratch.

•	 Absence of dynamic feature selection mechanisms that 
adjust to changing data distributions to reduce false 
positives and improve accuracy.

Motivation for the Proposed Work
To address these gaps, this research proposes a real-time 
adaptive machine learning framework that combines hybrid 
learning mechanisms, streaming data processing, and 
incremental model updates. By integrating adaptive feature 
selection and lightweight model retraining strategies, the 
framework aims to achieve high detection accuracy, low 
false-positive rates, and minimal latency, making it suitable 
for deployment in real-world cybersecurity environments.

Proposed Methodology
The proposed Adaptive Machine Learning Framework is 
designed to detect anomalies in real time by integrating 
streaming data processing, hybrid learning mechanisms, 
and incremental model updates. Unlike static anomaly 
detection systems, this framework continuously adapts to 
evolving cyber threats, ensuring high detection accuracy 
and minimal latency.

System Architecture Overview
The framework is organized into five key layers:
•	 Data Acquisition Layer – Captures real-time network 

traffic from multiple sources, such as routers, firewalls, 
and Security Information and Event Management 
(SIEM) systems, using tools like Packet Capture (PCAP) 
and NetFlow.

•	 Data Preprocessing Layer – Performs noise removal, 
normalization, missing value imputation, and categorical 
feature encoding to prepare data for analysis.

•	 Feature Engineering Layer – Extracts relevant statistical, 
temporal, and protocol-specific features from network 
packets. An adaptive feature selection module 
dynamically selects the most informative attributes 
using a mutual information-based ranking method.

•	 Hybrid Learning and Detection Layer – Integrates:
•	 Supervised Learning Models (e.g., Random Forest, 

XGBoost) for detecting known threats.
•	 Unsupervised Learning Models (e.g., Isolation 

Forest, k-Means) for identifying novel or unknown 
anomalies.

•	 Decision Fusion Mechanism to combine predictions 
from both models using weighted voting.

•	 Adaptive Model Update Layer – Employs incremental 
learning and online gradient descent to update model 
parameters without full retraining, enabling rapid 
adaptation to new attack signatures.

Workflow of the Framework
The detection process follows these sequential steps:
•	 Streaming Data Ingestion

Network traffic flows into the system continuously via 
Apache Kafka or similar stream processors.
•	 Real-Time Preprocessing

Data cleaning, scaling, and encoding are applied on-the-
fly to ensure uniformity.
•	 Dynamic Feature Selection

The system periodically evaluates feature importance 
and updates the selected features to reflect the latest traffic 
behaviour.
•	 Hybrid Detection

Known threat patterns are identified using supervised 
classifiers.

Unknown anomalies are detected by clustering-based 
and outlier-detection algorithms.
•	 Decision Fusion

Outputs from both models are combined using a 
weighted ensemble to enhance accuracy and reduce false 
alarms.
•	 Adaptive Model Update

New labelled instances are fed back into the system, 
triggering partial retraining of supervised models and 
incremental updates for unsupervised models.

Algorithmic Steps
Algorithm: Adaptive Hybrid Anomaly Detection
Input: Streaming network traffic data
Output: Classified as Normal / Anomalous
1:  Initialize:
2:      Load pre-trained supervised model Ms
3:      Load pre-trained unsupervised model Mu
4: Set decision fusion weight 
      w(0≤w≤1)
5:  
6:  For each incoming data batch Bt do
7:      // Data Preprocessing
8:      Clean Bt to remove noise
9:      Normalize numerical attributes
10:     Encode categorical attributes
11:     
12:     // Feature Engineering
13:     Extract feature set Ft from Bt
14:     Apply adaptive feature selection → Ft’
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15:     
16:     // Prediction Phase
17:     Ps ← Ms(Ft’)      // Supervised model 
prediction
18:     Pu ← Mu(Ft’)    // Unsupervised model 
prediction
19:     
20:     // Decision Fusion
21:     Pf ← (w × Ps) + ((1 - w) × Pu)
22:     
23:     // Classification
24:     If Pf ≥ θ then
25:         Label ← “Anomalous”
26:     Else
27:         Label ← “Normal”
28:     End If
29:     
30:     // Adaptive Model Update
31:     If new labeled data available then
32:         Incrementally update Ms with new data
33:         Update Mu using streaming clustering
34:     End If
35:     
36:     // Output Result
37:     Send Label to security monitoring 
dashboard
38:  End For

Advantages of the Proposed Approach
The proposed Adaptive Machine Learning Framework offers 
several distinct advantages over traditional and existing 
anomaly detection methods:
•	 Real-Time Detection

•	 The framework is designed to process streaming 
network data with minimal latency, enabling 
immediate identification of anomalies.

•	 Incremental learning and online model updates 
ensure that the system can detect threats as they 
occur, reducing potential damage from cyber-
attacks.

•	 Hybrid Detection Mechanism
•	 Combines supervised learning for known threats 

and unsupervised learning for unknown anomalies.
•	 Decision fusion enhances robustness and 

reduces false positives compared to single-model 
approaches.

•	 Capable of detecting zero-day attacks, which 
traditional signature-based IDS often fail to identify.

•	 Adaptive and Incremental Learning
•	 Supports continuous model adaptation without full 

retraining, saving computational resources.
•	 Incrementally updates models based on new 

labeled or pseudo-labeled data, allowing the 
system to evolve alongside changing network traffic 

patterns.
•	 Reduces the need for human intervention in model 

maintenance, improving operational efficiency.
•	 Dynamic Feature Selection

•	 Feature relevance can change over time due to 
evolving network behavior.

•	 The adaptive feature selection module ensures 
that only the most informative features are used 
for detection, reducing overfitting and improving 
generalization.

•	 Scalability
•	 Stream-processing architecture supports large-

scale network deployments, including enterprise 
networks, cloud environments, and IoT ecosystems.

•	 Can handle high-throughput traffic without 
significant performance degradation.

•	 Low False Positives and High Accuracy
•	 By combining multiple detection models and using 

dynamic feature selection, the system maintains 
high accuracy while minimizing false alarms, which 
is crucial for practical cybersecurity applications.

•	 Integration with Security Infrastructure
•	 Designed to integrate seamlessly with Security 

Information and Event Management (SIEM) systems 
or other network monitoring platforms.

•	 Enables real-time alerting, automated responses, 
and actionable insights for security analysts.

•	 Extensibility
•	 The framework can be extended to support multi-

modal data, including application logs, endpoint 
data, and IoT device telemetry.

•	 Future extensions can incorporate reinforcement 
learning or graph-based anomaly detection for 
enhanced threat intelligence.

•	 Research Contribution
•	 Provides a unified approach that addresses key gaps 

in existing literature: real-time adaptability, hybrid 
detection, and dynamic feature selection.

•	 Offers a foundation for further research into 
adaptive cybersecurity frameworks for large-scale 
and heterogeneous network environments.

Experimental Setup and Datasets
This section describes the datasets, preprocessing steps, 
experimental environment, and evaluation metrics used 
to validate the proposed Adaptive Machine Learning 
Framework for real-time anomaly detection.

Datasets
To evaluate the effectiveness of the proposed framework, 
two widely used benchmark datasets in cybersecurity 
research were employed:
•	 CIC-IDS2017

•	 Developed by the Canadian Institute for 
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Cybersecurity, this dataset contains a comprehensive 
set of benign and malicious network traffic data, 
including attacks such as DoS, DDoS, Brute Force, 
Web Attacks, and Botnet traffic.

•	 Features: 80+ network and flow-based attributes, 
including packet size, flow duration, and protocol-
specific features.

•	 Advantages: Realistic traffic patterns, labeled 
instances, and diversity of attack types.

•	 UNSW-NB15
•	 Created by the Australian Centre for Cybersecurity, 

this dataset includes modern network traffic with 
normal and malicious activities.

•	 Features: 49 attributes including flow, content, time-
based, and connection-based features.

•	 Advantages: Includes contemporary attack types 
such as Fuzzers, Analysis, Backdoors, and Shellcode, 
reflecting modern network environments.

These datasets allow for robust evaluation of both known 
and unknown attack detection capabilities.

Data Preprocessing
To prepare the datasets for the adaptive machine learning 
framework, the following preprocessing steps were applied:
•	 Data Cleaning

•	 Remove duplicate records and irrelevant attributes.
•	 Handle missing values using mean/mode 

imputation.
•	 Feature Scaling and Normalization

•	 Continuous features were normalized to a [0,1] range 
to ensure uniformity across models.

•	 Encoding Categorical Features
•	 Protocol types, service types, and other categorical 

attributes were one-hot encoded.
•	 Feature Selection

•	 An adaptive feature selection mechanism based 
on mutual information and correlation analysis 
was applied to select the most informative features 
dynamically.

•	 Data Splitting
•	 For super vised models:  70% training, 30% 

testing.
•	 For unsupervised models: Normal traffic used for 

model training, anomalies reserved for evaluation.

Experimental Environment
The framework was implemented and tested in the 
following environment:
•	 Programming Language: Python 3.11
•	 Libraries: Scikit-learn, XGBoost, PyOD, Pandas, NumPy, 

Apache Kafka (for streaming simulation)
•	 Hardware:

•	 CPU: Intel Core i7 11th Gen
•	 RAM: 32 GB

•	 GPU: NVIDIA RTX 3060 (for deep learning 
experiments)

•	 Operating System: Ubuntu 22.04 LTS
The streaming data simulation was performed using 

Apache Kafka to emulate real-time network traffic ingestion.

Evaluation Metrics
To comprehensively evaluate the performance of the 
proposed framework, the following metrics were used:
•	 Accuracy (ACC): Measures the overall correctness of the 

classification.
•	 Precision (P): Measures the proportion of true anomalies 

among all instances classified as anomalies.
•	 Recall (R) / True Positive Rate (TPR): Measures the 

proportion of detected anomalies among all actual 
anomalies.

•	 F1-Score: Harmonic mean of precision and recall, 
balancing false positives and false negatives.

•	 Area Under the ROC Curve (AUC): Measures the 
capability of the model to distinguish between normal 
and anomalous traffic.

•	 Detection Latency: Time required to detect anomalies 
from incoming network traffic, critical for real-time 
systems.

Baseline Models for Comparison
To validate the proposed approach, it was compared against 
existing methods:
•	 Signature-based IDS (Snort)
•	 Static Supervised Models (Random Forest, XGBoost)
•	 Static Unsupervised Models (Isolation Forest, k-Means)
•	 Existing adaptive frameworks from recent literature
This comparison highlights the improvements in accuracy, 
false-positive reduction, and real-time adaptability achieved 
by the proposed hybrid framework.

Related Works
Research in machine learning-based cybersecurity has 
seen major progress throughout the last few years through 
investigation of multiple methods to improve anomaly 
detection methods. This segment 

presents an in-depth analysis of associated research 
work by discussing main research methods together with 
discoveries and detection limits. Supervised learning 
shows great success in cybersecurity by achieving high 
results. The researchers at Khan et al. [7] built a deep neural 
network framework which produced 95.4% accurate 
network intrusion detection. The method implemented 
feature extraction procedures which cut down dimensional 
complexity and maintained vital attack patterns. The system 
needed large computational power to operate while it 
showed limitation in detecting new attack methods. The 
researchers from Rodriguez-Ruiz et al. [8] 

Constructed a gradient boosting classifier that succeeded 
in detecting malware with 93.7% accuracy within various 
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Table 1: Comparison of Recent Anomaly Detection Approaches

Study Methodology Accuracy False Positive 
Rate

Zero-Day 
Detection

Computational 
Overhead Limitations

Khan et al. 
[7]

Deep Neural 
Networks 95.4% 2.7% Limited High Poor performance on novel attacks

Rodriguez 
[8] Gradient Boosting 93.7% 4.2% Limited Moderate Requires frequent retraining

Chen et 
al. [9]

Variational 
Autoencoders 88.2% 7.5% Good Moderate Higher false positives

Patel [10] Density-based 
Clustering 90.5% 3.8% Good Low Requires parameter tuning

malware families. This method successfully detected 
malware but needed regular training updates to track new 
forms of evolving malware.

Unsupervised learning stands out as an excellent 
possibility to detect zero-day attack events. The researchers 
at Chen et al. [9] built a variational autoencoder system that 
detected abnormal network traffic patterns with 88.2% 
accuracy irrespective of attack signature information. The 
detection method successfully identified minor variations in 
behavioral patterns yet it produced more overall incorrect 
results than supervised approaches. Williams and Patel 
[10] achieved 3.8% fewer false alarms by applying density-
based anomaly detection to clustering algorithms. The 
growing interest in reinforcement learning technology 
makes it suitable for adaptive cybersecurity frameworks. The 
authors of [11][12] deployed a reinforcement learning agent 
that employed adaptive threshold detection methods for 
evolving threats which produced better detection results 
at 8.6% higher than conventional static threshold-based 
approaches. Their approach proved the capabilities of 
continual framework adaptation within cybersecurity but 
added more processing time to the system.

Transfer learning has demonstrated success in managing 
the problems stemming from restricted training data. The 
research of Zhao and Kumar [13] demonstrated how related 
domain pre-trained models improved specialized network 
detection outcomes by needing 65% less training data to 
match models trained from scratch.

Table 1 presents a comparison of recent anomaly 
detection approaches, highlighting their methodologies, 
performance metrics, and limitations.

Despite these advancements, significant challenges 
remain in developing truly adaptive frameworks that 
balance accuracy, computational efficiency, and real- time 
performance. Most existing approaches still struggle with 
the trade-off between detection rates and false positives, 
particularly when confronting sophisticated, evolving 
threats. The literature reveals a clear research gap regarding 
frameworks that can autonomously adapt to emerging 
threat landscapes while maintaining operational efficiency 
in resource- constrained environments—a gap our proposed 
framework aims to address.

Proposed Methodology
Our proposed framework overcomes cybersecurity anomaly 
detection limitations because it integrates unsupervised 
learning, supervised classification, and reinforcement 
learning system components into a single adaptive 
framework. We will outline our entire framework, which 
consists of five primary components:
•	 Data Preprocessing Module
•	 Ensemble Feature Extraction Engine
•	 Dual-Phase Detection Core
•	 Adaptive Parameter Optimization Module
•	 Alert Generation and Response System
These components work in concert to deliver real-time 
anomaly detection while continuously adapting to 
emerging threat patterns.

The Data Preprocessing Module (Figure 1) converts 
original network traffic into organized feature vectors 
ready for machine learning assessments. The processing 
method follows Gutierrez et al. (2023) with advanced 
modifications for increased efficiency. Packet capture starts 
the process that follows with flow creation through five-
tuple identification (source IP, destination IP, source port, 
destination port, protocol). The data characterization utilizes 
statistical and behavioral features which include:
•	 Time-series metrics: packet intervals, flow duration, 

bytes per second
•	 Connection characteristics: protocol flags, handshake 

patterns, packet size distribution
•	 Payload indicators: entropy measures, byte frequency 

distribution, header-to-payload ratios
Mathematically, for each network flow F, we extract a 

feature vector X as:

X=[x1,x2,…,xn]X = [x_1, x_2, … , x_n]X=[x1​,x2​,…,xn​]

where xᵢ represents individual features and n is the total 
number of features. To address dimensionality challenges, 
we implement a dynamic feature selection mechanism that 
calculates feature importance scores using information gain:
IG(Class,Feature)=H(Class)−H(Class∣Feature)
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IG(Class, Feature) = H(Class) - H(Class|Feature)
IG(Class,Feature)=H(Class)−H(Class∣Feature) 

where H(Class) is the entropy of the class distribution and 
H(Class|Feature) is the conditional entropy given the feature. 
The top-k features with the highest information gain are 
selected dynamically based on the detection task and 
computational resources available.

Ensemble Feature Extraction Engine
Building upon recent advancements in deep feature 
extraction (Sun et al., 2023), our framework employs an 
ensemble approach that combines traditional statistical 
features with deep representation learning. The ensemble 
extracts both explicit and latent features through parallel 
processing:

Xcombined=[Xstatistical∣∣Xdeep]X_{combined} = [X_
{statistical} || X_{deep}]Xcombined​=[Xstatistical​∣∣Xdeep​] 

where “||” represents the concatenation operation.

For deep feature extraction, we utilize a stacked 
autoencoder architecture that learns a compressed 
representation of normal network behavior. The encoding 
function E encodes input X into a latent representation Z:

Z=E(X)=σ(WEX+bE)Z = E(X) = σ(W_E X + b_E)Z=E(X)=σ(WE​
X+bE​)

where σ is a non-linear activation function (LeakyReLU 
is used), W_E is the weight matrix, and b_E is the bias vector. 
The reconstruction error is calculated as:

Lrecon=∣∣X−D(E(X))∣∣L_{recon} = ||X - D(E(X))||Lrecon​
=∣∣X−D(E(X))∣∣ 

where D is the decoder function that reconstructs the 
input from the latent representation. This reconstruction 
error serves as an initial anomaly indicator, with higher errors 
suggesting potential anomalies.

Adaptive Parameter Optimization Module
The Adaptive Parameter Optimization Module continuously 
refines detection parameters using reinforcement learning 
techniques that build upon Liang et al.’s (2023) approach 
but with enhanced reward structures. We formulate the 
optimization as a Markov Decision Process (MDP) where:
•	 States (S) represent the current parameter configuration 

and system performance metrics.
•	 Actions (A) involve adjusting detection parameters 

(thresholds, feature weights, classifier parameters).
•	 Rewards (R) are calculated based on detection accuracy, 

false positive rates, and computational efficiency:

R=λ1⋅Accuracy+λ2⋅(1−FPR)+λ3⋅(Tproc/Tmax)R = λ_1 \
cdot Accuracy + λ_2 \cdot (1 - FPR) + λ_3 \cdot (T_{proc} 
/ T_{max})R=λ1​⋅Accuracy+λ2​⋅(1−FPR)+λ3​⋅(Tproc​/Tmax​) 

where λ₁, λ₂, and λ₃ are importance weights, FPR is the 
false positive rate, Tproc is the processing time, and Tmax 
is the maximum acceptable processing time for real-time 
operation.

We employ a Deep Q-Network (DQN) to learn optimal 
parameter adjustments:

Q(s,a)=E[Rt+γmax⁡a’Q(st+1,a’) ∣ st=s,at=a]Q(s, a) = E[R_t 
+ γ \max_{a’} Q(s_{t+1}, a’)\ |\ s_t = s, a_t = a]Q(s,a)=E[Rt​
+γa’max​Q(st+1​,a’) ∣ st​=s,at​=a] 

where γ is the discount factor that balances 
immediate and future rewards. The DQN is 
trained using experience replay to stabilize 
learning and prioritized sampling to focus on 
informative experiences, similar to the approach 
proposed by Zhao and Kumar (2023).

5.3 Alert Generation and Response System
The final component prioritizes and contextualizes detected 
anomalies, generating actionable alerts with contextual 
information. We implement a novel risk scoring mechanism:

Risk(X) = P(attack|X) * Severity(X)

This reconstruction error (Lrecon = ||X − D(E(X))||) serves as 
an initial anomaly indicator, with higher errors suggesting 
potential anomalies.

Figure 1: Data Preprocessing Module
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This workflow ensures that the framework processes data, 
extracts features, executes dual-phase detection, and 
continuously optimizes detection parameters through 
reinforcement learning (Liang et al., 2023; Zhao & Kumar, 
2023). A closed-loop operation system allows autonomous 
threat adjustments, ensuring high detection precision and 
minimal false results for security protection.

Experimental Results
Our system combines multiple strengths found across 
several techniques and minimizes their fundamental 
weaknesses according to the findings of studies (Khan et al., 
2024; Rodriguez-Ruiz et al., 2023; Chen et al., 2024; Patel, 2023; 
Gao & Zhang, 2023; Gupta et al., 2024; Kang et al., 2023). The 
system demonstrates automatic threat landscape adaptation 
without requiring manual intervention or repetitive training 
because it performs continuous parameter optimization 
and learning. The dual-phase detection strategy in our 
framework detects known threats accurately yet proves 
sensitive to zero-day attacks, thereby providing better 
protection than existing solutions.

Results and Discussion
To evaluate the proposed adaptive machine learning 
framework, we conducted extensive experiments using 
three widely recognized cybersecurity datasets: UNSW-NB15 
(Moustafa & Slay, 2016), CIC-IDS2018 (Sharafaldin et al., 2018), 
and a proprietary dataset collected from a large enterprise 
network over six months.

The UNSW-NB15 dataset contains 2,540,044 records 
with 49 features and nine different attack types. The CIC-
IDS2018 dataset comprises network traffic with seven 
attack scenarios, including DoS, DDoS, brute force, and 
infiltration attacks. Our proprietary dataset contains 1.2 
TB of network traffic with labeled normal and anomalous 
activities, including several zero-day attacks not present in 
public datasets.

The experimental environment consisted of a high-
performance computing cluster with 8 NVIDIA Tesla V100 
GPUs, 128 CPU cores, and 512 GB RAM. All experiments 
were implemented using Python 3.9 with TensorFlow 2.8 
and scikit-learn 1.1 for machine learning operations. The 
detection framework was deployed in both offline (batch) 
and online (streaming) modes to evaluate performance 
under different operational scenarios.

The performance of our adaptive framework was evaluated 
against baseline methods and state-of-the-art approaches, 
as summarized in Table 2. Our framework demonstrated 
superior performance across most metrics, particularly 
in zero-day attack detection and real-time processing 
capabilities.

Thus, the proposed ensemble feature extraction 
engine enhanced the detection by recalling the number of 
features by 15.2% and the classification by 3.8%. The stacked 
autoencoder used in the analysis achieved an accuracy of 
92.7% in anomaly detection. The first stage of the dual-
phase detection core filtered 94.2% of normal traffic, and the 
second stage reduced computational load by filtering 93.1% 
from the remaining traffic. Moreover, adaptive parameter 
optimization improved the detection of new attack types 
by 7.2%, with an adaptation time of 4.3 hours.

The cross-dataset experiments preserved 88.4% 
accuracy on test data without retraining. Zero-day attack 
detection reached 89.6% accuracy. The density-based 
anomaly detection reduced false alarms significantly to 
42.3%. Specifically, the runtime analysis revealed that it took 
1.8 ms on average to process one sample, confirming that 
this approach allows for real-time detection.

Conclusion and Future Work
This research presented an adaptive machine learning 
framework for real-time anomaly detection in cybersecurity 
that successfully addresses critical challenges in modern 
threat landscapes. By integrating ensemble feature 
extraction, dual-phase detection architecture, and 
reinforcement learning-based parameter optimization, 
our approach achieved superior performance with 97.3% 
accuracy for known threats and 89.6% for zero-day attacks 
while maintaining operational efficiency with 1.8 ms average 
processing time. The framework’s autonomous adaptation 
capability represents a significant advancement over 
traditional systems requiring manual intervention.

Future work will focus on reducing initial training 
computational requirements through transfer learning 
techniques, enhancing explainability of detection decisions 
using attention mechanisms and SHAP values, implementing 
federated learning for privacy-preserving collaborative 
threat detection, and incorporating predictive capabilities 
through threat intelligence integration. Additionally, we 
plan to explore hardware acceleration strategies to further 

Table 2: Comparative Performance Analysis on UNSW-NB15 Dataset

Method Accuracy (%) FPR (%) F1-Score AUC Processing Time (ms) Zero-Day Detection (%)

Proposed 97.3 2.1 0.962 0.989 1.8 89.6

Khan et al. [7] 95.4 2.7 0.943 0.976 2.7 72.3

Rodriguez-Ruiz et al. [8] 93.7 4.2 0.921 0.968 1.6 68.5

Chen et al. [9] 88.2 7.5 0.873 0.942 3.2 79.8

Williams and Patel [10] 90.5 3.8 0.905 0.951 1.5 76.2
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optimize real-time performance in ultra-high-speed 
network environments.
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