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Abstract
Lung cancer functions as one of the world’s primary diseases, which causes death because patients receive their diagnoses too late and 
have limited choices regarding treatment. The research examines big data functionality for lung cancer prediction through extensive 
evaluation of patient healthcare records and image data along with hereditary information to establish predictive models. Evaluation of 
deep learning and ensemble techniques, as well as additional machine learning algorithms, takes place to measure their accuracy rates 
and operational efficiency. 
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Introduction 
The worldwide occurrence of lung cancer stands as a leading 
cause of cancer fatalities since this form of cancer kills a major 
portion of patients who develop cancer. Lung cancer stands 
as the number one killer among cancer-related diseases 
based on World Health Organization (WHO) figures because 
patients only survive fewer than 20% when their symptoms 
emerge late (AlOsaimi et al., 2025). Survival rates increase 
substantially when medical intervention occurs early since 
it delivers better results to patients. The current diagnostic 
procedures, including biopsies and CT, MRI, and X-rays aside 
from molecular testing, prove to be both expert specialist-
dependent and, time-consuming and costly (Marathe & 
Bhalekar, 2022). Doctor visits for diagnosis occur too late 
when the disease advances beyond the initial stages, which 
decreases the available treatment possibilities (Huang, Yang 
et al., 2023).

Recently integrated big data analytics and artificial 
intelligence enable medical research to establish more 

effective ways to detect lung cancer’s first signs and predict 
its occurrence (Duranti et al., 2025). Through big data 
analytics institutions succeed in analyzing diverse medical 
data collections for improved fast diagnosis results(Parikh 
et al., 2019). 

The literature presents multiple research which 
investigate the implementation of AI-based methodologies 
to diagnose lung cancer through studies on radiomics 
analysis and, computational pathology and predictive 
modeling (Mascalchi et al., 2025). Massive success emerges 
from the application of convolutional neural networks 
(CNNs) in deep learning models since they analyze lung 
images to produce cancer detection outcomes more 
precisely than classic approaches (Neal Joshua et al., 2021). 
Predictive analytics examines organized patient information 
about demographics together with smoking patterns and 
genetic indicators to detect people who will likely develop 
lung cancer (Parikh et al., 2019). The obstacles to progress 
include ensuring data privacy, making models more 
understandable and dealing with the integration of various 
information sources to generate complete prognostic 
insights  (Nasrullah et al., 2019).

The research investigates big data analytics methods 
that solve these difficulties for the prediction of lung cancer. 
The potential of ML and DL algorithms for analyzing different 
medical datasets enables clinicians to get useful early 
diagnosis information from their data (Rabby et al., 2025). 
The study presents the benefits of uniting clinical data with 
genomic results and imaging scans for better prediction 
outcomes. The research performs a detailed computational 
evaluation that reviews predictive methods used in medical 
applications while examining both the positive and negative 



The Scientific Temper. Vol. 16, No. 4 	 Nagila et al. 	 4090
elements of big data processing models for cancer diagnosis 
(Parikh et al., 2019).

Medical staff should incorporate AI-based predictive 
models into their work processes for proactive healthcare 
interventions that lead to better patient results.

Novelty and Contribution
The analysis of this research departs from standard 
examination methods by using sophisticated algorithms to 
process multiple data sources, which generate a thorough 
understanding of lung cancer probability assessment. The 
main research findings consist of the following points:

A. Multi-Source Data Fusion
Predictive accuracy receives an enhancement through the 
integration of both structured clinical and demographic data 
and unstructured medical imaging and genomic data in the 
study. The method utilizes a new feature selection process 
to establish which attributes hold the most connection to 
lung cancer development progression.

B. Deep Learning-Based Image Analysis
CNNs serve as automated systems for analyzing lung 
images to decrease medical staff dependency on diagnostic 
reading. 

C. Risk Stratification and Personalized Prediction
Machine learning technology creates a risk assessment 
model that divides patients into risk groups to enable prompt 
medical care. Through a patient-related input system, the 
model analyzes healthcare factors, including smoking 
behavior as well as inherited susceptibility to cancer and 
existing health issues for detailed lung cancer assessment.

D. Big Data Analytics for Enhanced Decision-Making
The study uses Hadoop and Spark big data processing 
frameworks to handle medical datasets on a large scale. 
Predictive analytics processing in real-time gives clinical 
personnel better tools to make prompt, informed medical 
choices about patient treatment.

E. Clinical Integration and Validation
A test of the proposed model takes place by applying it 
to genuine clinical data to prove its operational strength 
and data precision. The partnership between healthcare 
professionals helps establish practical applications that 
comply with current medical procedures.

The research presents significant advancement to 
AI-driven cancer diagnostics by focusing on these important 
aspects to establish precise and, time-sensitive and cost-
efficient lung cancer prediction systems.

Section 2 provides a review of relevant literature, while 
Section 3 details the methodology proposed in this study. 
Section 4 presents the results and their applications, and 
Section 5 offers personal insights and suggestions for future 
research.

Related Works
There has been much exploration of lung cancer prediction 
and early detection in recent times through the analysis 
of machine learning together with deep learning and big 
data analytics. Medical imaging studies with CT scans and 
X-ray images to detect diseases early represent research 
areas that multiple investigations have examined regarding 
artificial intelligence involvement. CNNs serve the medical 
field through image classification and, segmentation, 
and anomaly detection while achieving high accuracy 
in distinguishing benign and malignant lung nodules. 
Predictive modeling receives enhanced capabilities because 
radiomics enables analysts to extract quantitative features 
from images that human eyes cannot detect.

A machine learning model was developed by (Gould et 
al., 2021) to predict non-small cell lung cancer (NSCLC) using 
clinical and lab data. It outperformed the mPLCOm2012 
model in detecting cancer 9–12 months early. The model 
achieved an AUC of 0.86 and a sensitivity of 40.1% at 95% 
specificity. In comparison, mPLCOm2012 had an AUC of 0.79 
and 27.9% sensitivity. It also surpassed standard screening 
criteria. Key features included blood cell and platelet counts. 
This approach improves early detection and could help 
reduce lung cancer deaths.

An ensemble Federated Learning-based method was 
proposed by (Subash Chandra Bose et al., 2023), enabling 
decentralized training across multiple datasets while 
maintaining data privacy. This approach achieved 89.63% 
accuracy on the Kaggle lung cancer dataset, showing 
improved performance over conventional models and 
highlighting the benefits of combining ensemble techniques 
with Federated Learning.

A hybrid deep learning model combining convolutional 
neural networks (CNN) and bidirectional long short-term 
memory (BiLSTM) networks to analyze patients’ medical 
notes for accurate cancer prediction was developed by 
(Kesiku & Garcia-Zapirain, 2024). This model highlighted 
the potential of artificial intelligence in enhancing early 
lung cancer detection. Evaluated on the MIMIC IV dataset, 
the model achieved an accuracy of 98.1% and an MCC of 
96.2%, outperforming traditional models like LSTM and 
BioBERT. Further comparisons on the Yelp Review Polarity 
dataset confirmed its superior performance. This approach 
demonstrates the effectiveness of deep learning in precision 
medicine and emphasizes the ongoing need for model 
refinement in clinical applications.

An Edge AI-based system called EASPLD for diagnosing 
both pneumonia and lung cancer was introduced by 
(Ponnada & Srinivasu, 2019). The system serves as a clinical 
decision support tool, utilizing a custom deep learning 
architecture (EASPLD-CNN) with seven convolution layers 
and a unique combination of 3×3 and 5×5 kernels—unlike 
other models whichypically use only one kernel size. It 
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processes lung X-ray and CT images sourced from the LIDC-
IDRI and Mendeley datasets. EASPLD integrates modules for 
image input, enhancement, analysis, and result reporting, 
delivering outputs to clinicians or patients through visual, 
textual, and email notifications. This system highlights the 
growing role of deep learning in real-time, multi-disease 
diagnostic tools. 

Proposed Methodology
The prediction system using big data analytics for lung 
cancer requires multiple operations, such as data acquisition 
and cleaning, followed by feature identification and model 
development and testing processes. Implementation of 
machine learning (ML) alongside deep learning (DL) with 
big data frameworks leads to precise cancer risk prediction 
through efficient evaluation processes (Huang, Arpaci et 
al., 2023). The system handles diverse medical data from 
clinical records and, imaging data and genetic information 
to deliver a complete lung cancer prediction model (Germer 
et al., 2024).

1. Data Collection and Preprocessing
Initiating the process requires gathering multiple medical 
data types that derive from medical facilities public health 
databases, and genomic laboratories. Heterogeneous 
medical datasets include organized demographic 
information with patient medical records alongside 
unorganized clinical images and pathologic materials. 
The predictive model requires high-quality medical data 
inputs, so preprocessing techniques such as data imputation 
normalization and augmentation address the missing values 
and inconsistencies found in medical data.
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Where X  is the original feature value, minX  and maxX  
are the minimum and maximum values in the dataset, and 
X ′  is the normalized feature value.

2. Feature Extraction and Selection
The predictive model determines which data attributes hold 
the greatest value for diagnosing lung cancer. Imaging data 
undergoes radiomics feature extraction to obtain texture, 
shape and intensity characteristics, while clinical data uses 
Principal Component Analysis (PCA) and Recursive Feature 
Elimination (RFE) as machine learning-based or statistical 
feature selection approaches.

A relationship exists between the PCA transformation 
where:
	 Z XW=

Where X  is the original data matrix, W  is the 
eigenvector matrix, and Z  represents the transformed 
feature space with reduced dimensions.

Model Training Collaborates with Deep Learning to 
Achieve the Aim
A predictive model uses Convolutional Neural Networks as 
its base deep learning technique for analyzing images, while 
it uses Random Forest or XGBoost algorithms for structured 
data classification. The CNN portion in the system extracts 
spatial patterns from lung images and machine learning 
methods evaluate patient information to produce better 
predictive models. The CNN model contains convolutional 
along with pooling and fully connected layers to identify 
hierarchical characteristics in medical images.

CNN operates through the convolution operation, which 
appears as follows:
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Where ( ),F i j  is the feature map, ( ),I i j  is the input 

image, and ( ),K m n  is the convolution kernel applied over 
the input data.

4. Model Evaluation and Validation
The metrics used for trained model evaluation include 
accuracy, sensitivity, specificity and the F1-score. The 
k-fold cross-validation process and other cross-validation 
techniques are used to stop overfitting and achieve 
generalization across various patient populations.

The model accuracy calculation method consists of the 
following:
	

 Accuracy TP TN
TP TN FP FN

+
=

+ + +

Where TP  and TN .  represent true positives and true 
negatives, while FP  and FN  denote false positives and 
false negatives, respectively.

5. Deployment and Real-Time Prediction
A big cloud-based data platform receives a trained model 
for real-time predictions to support lung cancer screening 
operations (Kasinathan & Jayakumar, 2022). Educational 
learning approaches enable secure data sharing between 
hospitals since they process aggregate information from 
multiple sites while safeguarding individual patient 
information (Bhatia et al., 2024). The proposed methodology 
is given in Figure 1.

Results and Discussions
The proposed big data model for lung cancer prediction 
underwent testing by using a variety of data consisting 
of clinical standards with medical images and genomic 
sequences. Before machine learning and deep learning 
models were applied, the dataset received preprocessing 
treatment to remove inconsistencies and normalize feature 
values (Kesiku & Garcia-Zapirain, 2024b). The predictive 
models achieved assessment through the calculation of four 
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evaluation metrics: accuracy, sensitivity and specificity and 
F1-score. CNNs turned out to provide superior performance 
than typical machine learning methods when used for 
image-based lung cancer predictions (Heidari et al., 2023).

The different predictive models receive evaluation 
through various metrics, as shown in Table 1. The accuracy 
rate of 94.5% from CNN models surpassed what Random 
Forest alongside support vector machine (SVM) models 
could achieve. The detection power of lung cancer lesions 
through medical images increased noticeably using models 
based on CNN technology because of their high sensitivity 
and specificity levels.

The three models present their receiver operating 
characteristic (ROC) curves in Figure 2. The CNN model 
achieved the best performance result through its highest 
Area under the curve (AUC) metric. A ROC curve analysis 

exposes deep learning models as better than conventional 
machine learning methods in their ability to determine 
between malignant and benign lung nodules with elevated 
confidence rates.

The measurement of training time alongside inference 
time allowed researchers to review computational efficiency 
between the tested models. Table 2 exhibited a comparison 
of training and inferential time requirements. These 
networking models need more training time because of 
their intricate design yet they deliver faster inference testing 
suitable for essential clinical decision systems.

The predictive models presented their confusion 
matrix data in Figure 3. Clinical diagnosis depends on the 

Figure 1: Proposed Methodology of Lung Cancer Prediction Using Big Data Analytics

Figure 2: ROC curve data for predictive models

Table 1: Model performance comparison based on accuracy and 
sensitivity

Model Accuracy 
(%)

Sensitivity 
(%)

Specificity 
(%)

F1-Score 
(%)

Random Forest 85.2 80.3 82.1 81.2

Support Vector 
Machine (SVM) 87.8 83.5 85.7 84.5

CNN (Deep 
Learning) 94.5 91.2 92.8 93.0

Table 2: Computational performance comparison of predictive 
models

Model Training Time 
(minutes)

Inference Time 
(milliseconds)

Random Forest 12 45

Support Vector Machine (SVM) 18 30

CNN (Deep Learning) 120 12
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CNN model because it creates the lowest number of false 
positives and false negatives and thus offers enhanced 
reliability. The prediction accuracy of deep learning methods 
produces accurate lung cancer predictions by decreasing the 
number of incorrect diagnoses, which are verified through 
confusion matrix analysis.

As shown in Figure 4, tumor size exhibits a strong 
correlation with both genetic markers and smoking history, 
indicating their potential combined influence on cancer 
progression. Figure 4 contains the principal component 
analysis results displaying key clinical feature relationships 
that affect lung cancer risk. The most important elements 
which predict lung cancer emergence include smoking 
background alongside chronological age and genetic risk 
factors in combination with tumor measurements according 

to the correlation matrix results. The gained insights help 
dismantle the elements which affect lung cancer formation 
while enhancing custom-made risk measurement tools.

The study proves that big data analytics improve lung 
cancer prediction when implementing deep learning 
algorithms. A predictive diagnosis system becomes more 
effective through the incorporation of clinical data with 
imaging reports and genomic information. Additional 
investigation must be done to overcome issues related 
to data privacy as well as model interpretability and 
computational complexity. The research community must 
invest effort to develop both explainable AI methods 
together with federated learning approaches to achieve 
better clinical uptake for practical implementation.

Conclusion
Lung cancer prediction achieves its most potential through 
Big data analytics because it combines large datasets 
with state-of-the-art machine learning approaches. 
Predictive models display their capacity to detect lung 
cancer early, which results in better patient outcomes 
and decreased mortality statistics. The resolution of three 
primary challenges involving data protection, model 
transparency and combining diverse information sources 
needs immediate action. Future studies must develop AI 
algorithms for optimal performance while upholding ethics 
in data usage and, at the same time, introduce AI-supported 
clinical decision systems in healthcare practice.
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