<
S=7%
[ S —""]
e
https://scientifictemper.com/

RESEARCH ARTICLE

The Scientific Temper (2025) Vol. 16 (2): 3710-3721 E-ISSN: 2231-6396, ISSN: 0976-8653

Doi: 10.58414/SCIENTIFICTEMPER.2024.16.2.03

Gaussian kernelized transformer learning model for brain
tumor risk factor identification and disease diagnosis

P. S. Renjeni, B. Senthilkumaran?, Ramalingam Sugumar?, L. Jaya Singh Dhas?

Abstract

Brain tumor isanabnormal growth of cells in brain or central spinal canal. Tumors are benign (non-cancerous) or malignant (cancerous).
They can beinventedin the brain (primary tumors) or spread to other elements of the body. Early detection significantly improves survival
rates and overall prognosis for patients by enabling intervention before tumors grow larger or spread, which can complicate treatment.
Early intervention also preserves brain function and quality of life while minimizing severe neurological damage or symptoms. Epileptic
seizures are a significant clinical symptom and a potential early indicator of brain tumors in patients. Conventional machine learning
and deep learning face significant challenges in accurately detecting brain tumors with minimal time consumption. In this paper, a
novel technique called multivariate relief matching gaussian kernelized transformer learning (MRMGKTL) model has been developed.
The major intent of the MRMGKTL model is to enhance the accuracy of brain tumor detection through the recognition of epileptic
seizures. MRMGKTL model comprises data acquisition, feature selection,and classification.Inthe dataacquisition phase, electrical activity
data from the brains of patients are collected from datasets for diagnosing brain tumors based on epileptic seizures. Following data
acquisition, Sokal- Michener’s multivariate relief matching technique is used to choose the most significant aspects of the dataset. The
feature selection process in the proposed method aims to minimize the time required for tumor detection. Using the selected features,
brain tumordisease diagnosisis performed using a Gaussian Kernelized transformer learning model to detectand diagnose braintumors
associated with epileptic seizure severity levels with higher accuracy. This approach ensures the accurate identification of brain tumors
and associated risk factors with minimal time consumption. Experimental assessment evaluates various factors. Analyzed outcomes
demonstrate that the proposed MRMGKTL model achieves superior performance in accuracy of brain tumor diagnosis and reduces
time consumption compared to conventional deep learning methods.

Keywords: Brain tumor diagnosis, Epileptic seizures detection, Sokal-Michener’s multivariate relief matching technique, Optimizer to
minimize data dimensionality, Gaussian Kernelized Transformer Learning model, ROC curve analysis.
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and characterization of abnormal growths within the
brain or central spinal canal. This process is crucial for
determining the presence, type, location, and severity of
Tumors which is essential for guiding treatment decisions
as well as enhancing patient results. Seizure detection is
essential to the comprehensive evaluation and management
of brain tumor disease. Advances in machine learning
technology and diagnostic methodologies continue to
improve the ability to Detect and characterize seizures,
leading to earlier diagnosis, more targeted treatments, and
improved outcomes for patients with brain tumors. A Multi-
dimensional CNN-BiLSTM framework (MD CNN- BiLSTM)
was developed (Aravind Britto K.R et al.,2023) for identifying
epileptic seizures using EEG signal analysis to identify
abnormal brain activities. However, the framework faced
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a major challenge in requiring important sum of training
information to accurately detect abnormal brain activities.
A PS+Bi- LSTM+attention was developed (Yixuan Tang et
al.,2024) for automatic epilepsy detection by extracting
discriminative features. However, it did not provide better
accuracyformulti-classclassification.An integration of a CNN
(Conv1D) through the LSTM network was designed (Ahmed
Omar et al.,2024). However, the size as well as variability
of the database employed were restricted, impacting the
method’seffectiveness.MLand DL methods, integrated with
the Internet of Things framework, were developed (Sobhana
Jahan et al.,2023) for epileptic seizure detection. However,
this approach did not develop a more efficient and feasible
method forimproving the performance of epileptic seizure
prediction. A new C-LSTM model was developed (Yuan Liu
et al.,2020) for detecting seizures as well as tumors in the
human brain. However, achieving higher accuracy remained
a major challenge.

A relationship between the time of incidence of
seizures and the progression of brain tumors was analyzed
(Vibhangini S Wasade et al.,2020) to enable earlier detection
and better management of brain tumors, aiming for
longer survival of these patients. However, efficient ML
and DL techniques were not employed to improve seizure
detection. Investigation of the clinical features of BTRE and
exploration of factors influencing the identification of EAT
were presented (Xianwen Zhang et al.,2020). However, it
failed to handle the large sample size in predicting brain
tumor-related epilepsy.

An efficient bio-inspired machine learning technique
was employed (Ahed Abugabah et al, 2021) to detect
epilepsy seizures from EEG signals with elevated accuracy.
However, the classifier’s result was not improved. The
diagnosis of seizures and status epilepticus (Sophie Von
Brauchitsch et al., 2022) was established. However, the
seizure diagnosis was complex. Brain lesion location
detection was performed (Janne Nordberg et al., 2023),
along with secondary generalization of epileptic seizures.

However, it failed to improve the identification of
patients at riskin lesion location detection. It also instigated
the diagnosis, treatment, and research of neuro-oncological
conditions, includingbraintumorsand other central nervous
system cancers (P Roth et al.,2021).

A machine learning method was developed
(Gopal Nath etal., 2023). However, it failed to utilize the
DM methods to design brain cancer prognosis methods
through elevatedaccuracy.Alogistic regression multivariate
analysis was developed (Kenichiro Asano et al., 2021) to
identify risk factors for brain tumor detection. However,
efficient significant feature selection was not performed to
enhance brain tumor detection. A new machine learning-
based approach was designed (Ly V Tran et al., 2022) for
detecting epileptic seizures. Significant statistical features
were selected using a binary particle swarm optimizer to

minimize data dimensionality and computational time.
However, a deep learning model was not employed for
epileptic seizure detection. GAM was developed (Kevin
Akeret et al., 2020) to predict seizure risk for the diagnosis
of brain tumors.

Main contribution

The key contributions of the MRMGKTL model are listed as

follows:

« To enhance brain tumor diagnosis, the MRMGKTL
model is developed, incorporating feature selection
and classification.

« To minimize brain tumor diagnosis time, Sokal-
Michener’s multivariate relief matching technique is
developed to select significant aspects and remove
irrelevant aspects from the dataset.

« To enhance the accuracy of brain tumor diagnosis,
the Gaussian Kernelized Transformer Learning model
analyzes the testing and training data with the selected
significant features.

- Finally, an experimental evaluation is conducted to
estimate the result of MRMGKTL using various parameters
and comparing it to other existing approaches.

Paper organization

The manuscript is structured as outlined below: Section
2 appraises the literature review. Section 3 elaborates on
the different processes of the MRMGKTL model with a
clear diagram. Section 4 outlines the experimental setup
and provides a dataset description. Section 5 presents
comparative analyses of various metrics. Lastly, Section 6
gives a conclusion.

Literature review

A convolutional neural network was developed (Sadia
Anjunm et al., 2022) using a transfer learning approach
aimed at detecting brain tumors. However, the approach
failed to incorporate other types of brain tumors, utilize a
larger dataset, consider additional clinical variables, and
explore alternative deep-learning algorithms. KNN and
SVM were introduced for the classification of brain tumors
(Saneesh CleatusTetal., 2021). However, the accuracy of the
classification did not improve. TAENN method developed
(M. V. V. Prasad) determines whether seizures are present
by selecting optimal features.

A deep learning model was developed (Anis Malekzadeh
etal., 2021) for epileptic seizure recognition of EEG signals by
non-linear feature extraction. However, it did not leverage
advanced deep-learning models for epileptic seizure
recognition. The Iterative Filtering Decomposition, as well as
the Hidden Markov method, were developed (Deba Prasad
Dash et al., 2020) for the automatic recognition of epileptic
seizures with higher accuracy. However, the system was less
robust to noise. A stacked bidirectional LSTM_GAPNN was
developed (D.K.Thara et al., 2021) to identify epileptic seizure
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events without noise. However, it failed to achieve effective
modeling for outstanding performance. Efficient machine
learning approaches were developed (Dinesh Kumar Atal
et al., 2020) for detecting epileptic seizures by extracting
statistical features. However, these approachesfaced higher
computational complexity in sustaining a definite level of
classification accuracy.QKLMS adaptivefilter was developed
(Ahmed S Eltrass et al., 2021) for epilepticseizure detection. A
cluster-based k- k-nearest neighbor algorithm was designed
(S. Syed Rafiammal et al., 2021) to enhance the accuracy of
seizure recognition as well as minimize complexity.

CNN was designed (Shota Yamamoto et al., 2021) to
identify epileptic seizures based on electrophysiological
features. However, the larger dataset was not utilized for
clinical epilepsy detection. S-transform and BILSTMNN were
developed (MinxingGengetal., 2020) forautomatic seizure
detection, aiming to achieve a minimal false positive rate.
Various classification algorithms were developed (Khaled M.
Alalayah et al., 2023) for premature recognition of epileptic
seizures depending on significant aspects derived from
t-SNE, as well as the K-Means algorithm. An integration of
EMD withageneral spatial pattern was developed (Chaosong
Lietal., 2021) for seizure onset detection. The Convolutional
Neural Network (CNN) developed (by Wenna Chen et al.,
2023) effectively achieves elevated-precision automatic
recognition as well as categorization of epilepsy. However,
it did not reduce false detections of seizures. A deep
convolutional autoencoder with bidirectional LSTM was
developed (Waseem Ahmad Mir et al.,2023) for epileptic
seizure detection.
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Figure 1: Architecture of proposed MRMGKTL model

Proposed Methodology
Brain tumor diseases (BTD) are a major health concern,
affecting many people through abnormal cell growth. They
are characterized by lesions that develop on the inside
layer of the brain. Detecting tumor diseases at an early
stage is crucial for effective management and treatment.
In this manuscript, a new MRMGKTL model is developed
for improving BTD detection using different patient data.
Figure 1, given above, depicts the architecture diagram
of the proposed MRMGKTL model for accurate Brain
tumor diagnosis. The proposed MRMGKTL model involves
three important steps: data acquisition, feature selection,
and classification. These three fundamental processes are
explained in the following subsections.

Table 1: Identifiers and their descriptions

SL.No Identifiers Descriptions

1. eeg_id

eeg_sub_id

eeg_label_ offset_seco nds
spectrogram_id
spectrogram_sub.id
spectrogram_label_offs et_seconds

label_id

© N o Uk WwWN

patient _id

expert _ consensus
10. seizure _ vote

11. Ipd_vote

12. gpd_vote

13. Irda_vote

14. grda_vote

15. other_ vote

A unique identifier for the entire EEG recording

An ID for the specific 50 seconds subsample for the labels

The time between the beginning of the consolidated EEG and the subsample
A unique identifier for the entire EEG recording

An ID for the specific 10 minutes subsample for the labels

The time between the beginning of the consolidated spectrogram and the subsample
An ID for the set of labels

An ID for the patient who donated the sample

The consensus annotator label

Indicates epileptic seizure activity

lateralized periodic discharges, highest seizure rates

generalized periodic discharges, Moderate seizure areas

Lateralized rhythmic delta activity (Intermediate seizure rates)

Generalized rhythmic delta activity (lowest seizure rates)

Includes annotations for brain activity that doesn't fitinto the above categories.
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Data acquisition

Data acquisition is the fundamental process of the
proposed MRMGKTL model that involves gathering various
types of data that are essential for accurately identifying
seizure activity. The data is collected from the HMS -
Harmful Brain Activity Classification dataset https:/www.
kaggle.com/competitions/hms- harmful- brain-activity-
classification. The Majorintent of th e datasetistodetect
and classify seizures and other types of harmfulbrain activity
in electroencephalography (EEG) data. To train the data
CSV files are used for classifying the seizures. The dataset
includes 1,06,800 instances and 15 identifiers orattributes.

Sokal-Michener’s multivariate relief matching
technique for feature selection

The next fundamental process of the MRMGKTL model is
a feature selection for tumor disease diagnosis. Feature
selection is fundamental in ML and data analysis, where
a subset of relevant features or attributes is used in
building predictive models. This process helps improve
model performance, reduce time complexity, and enhance
accuracy. Therefore, the proposed MRMGKTL model utilizes
Sokal-Michener’s multivariate relief matching technique
for selecting the more significant features from the dataset
and removing the other features. The input dataset ‘DS’ is
formulated in the form of a matrix as given below.

A Ay L A

D;y Dy Din
M=|D; Dy Dan| (1)

'Dmi Dm: Dm.‘i'

From the above input matrix ‘M,” where ‘m’ denotes a
column that represents the features A1, A2, ... Am and the
overall samples orinstances or data or records represented
as ‘D’ stored in the ‘n’ row respectively. Then, a multivariate
relief matching method was applied to discover more
relevant features of the database.

multivariate Relief matching algorithm is a feature
selection technique employed to recognize mainly relevant
aspects for classification tasks. It works by estimating the
quality of features based on their values and distinguishing
between instances that are near each other. The proposed
multivariate Relief matching algorithm defines the number
of iterations

t,typicallyequaltoa numberofinstancesinthe database.
Initialize weight vector ‘W’ for all features

A1,A2,... Am with zeros.

@=WIAn] (@

For each iteration, randomly selects feature vector of
instances as of database. Find the nearest hit and nearest
miss for the selected instances with the help of the Sokal-

Michener’s matching method. Sokal-Michener’s matching
is a statistical method used to compute similarity among
two feature vectors of instances.

D —Dj |

SM=1- 3)

WhereSM denotes a Sokal-Michener’s matching score,
Dr denotes a randomly selected feature vector of the
instances, and Dij denotes another feature vector of the
instances in ithrow and jth column of the input matrix, n
denotes the number of feature vectors of the instances.
The Sokal- Michener’s matching score gives output ranges
from 0 to 1. From analysis, the nearest hit-and-miss value is
computed as follows:

1, NH
SM = [u, i @

The Sokal-Michener's matching score ‘SM’ provides the
output as 1 represents the nearest hit, coefficient provides
the output as 0 represents the nearest miss. After that, the
weight vector gets updated as follows:

Wyaw = Worg — (4 - NH)" + (4 -NM))" (9

Where W __ indicates an updated weight vector,

Wold represents the old weight vector,and Ajdenotes a

jthfeature vector, NHj denotes the nearest hit rate of the
jthfeature vector, and NMj denotes the nearest miss rate
of the ofthe jth feature vector. The above process gets
repeated until it reaches the iteration. At

last, the features are ranked based on the final
weights Wfinal"

Rj = rank [Aj(Wrinm)] (6)

Where R; denotes a rank of feature j' and [Aj(Wrinal)]
denotes the position of feature ‘A’ when the final weights
are sorted in descending order. The feature with the highest
weight is ranked first. Finally, the features with top-ranked
ortopscoringare selected based on a predefined threshold
as more relevant for tumor diagnosis than the other ranked

features
_ [R_f =T, Selecled

RJ.- < T, Removed (7

Where Y denotes an output of feature selection, T
denotes a predefined threshold, and Rj denotes a rank of
feature ’j! Select the top-ranked features with a rank more
significant than the predefined threshold and remove the
lower-ranked features with a rank less than the predefined
threshold. The algorithmic process of Sokal-Michener’s
multivariate relief matching technique is given below:

Algorithm 1
Sokal-Michener’s multivariate relief matching technique
based on feature selection
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Input
Dataset ‘DS, features AL A, A datapoints or samples or
instancesD,, D, D....

Output
Select to ranked feature ‘A’

Begin
Initializemaximumiteration ‘tmax,’ weight vector ‘W=0’
1. CoIIectthenumberoffeaturesAz,Az,...AmandInstances
D, Dz,...Dn

Formulate the matrix using (1)
While (t=t_ ) do

For each feature Aj
Assign the weight vector ‘W’ using(2)

End for

Select the instance from dataset DR corresponding
feature vector ‘Aj’
8. Foreach DR
9. Foreach Dijj

10. Measure the matching core ‘SM’ using(3)

11. End for

12. End for

13. if (SM = 1) then

14. instance is said to be the nearest hit

15. else

16. instance is said to be the nearest miss

17. End if

18. Update weight (Wpew) using (5)

19. t=t+1
20. Gotostep 3
21. End while
22. Sort the weights in descending order
23. Rank the features based on weights using (6)
24. if (Rj>T) then
25. Features are selected as relevant
26. else
27. Features areirrelevant and removed
28. end if End

Algorithm 1 illustrates a process for relevant feature

selection using Sokal-Michener’s multivariate relief
matching technique-based feature selection, aimed at
improving the accuracy of brain tumor diagnosis while
minimizing time consumption. The dataset serves as input
to the feature selection algorithm. For each feature in the
dataset, a weight value is defined. The Sokal-Michener
matching score between the instances for the corresponding
feature vectors is measured. Based on the score value, the
nearest miss and hit are determined. Subsequently, the
weight is updated until it reaches the maximum number of
iterations. Then, the features are ranked according to their
weight values. Finally, the top-ranked features are selected
for further processing, and the other features are removed
from the dataset.

NouAwN

Gaussian kernelized Transformer learning model for
tumor disease diagnosis.

After thefeature selection process, tumor disease diagnosis
and risk factors are analyzed using the Transformer learning
model. A Gaussian kernelized Transformer learning modelis
atypeofdeeplearningarchitecture. The main advantage of
transformer learning model having no recurrent units, and
it require less training time than other deep learning model
on large datasets.

Figure 2 depicts the architecture of the transform
learning model, a type of deep learning network used for
classification and feature learning. The transform learning
structure includes an input layer, position embedding, and
transformer block and decoder (i.e., fully connected layer) as
shownin the above Figure 2, let us consider that the training
set {Di,} where Di denotes a training data instances with
selected features {41, A2, ..., AkY and a label or output
'Z' representing its category which belongs to the multiple
classes of seizure activity in the brain.

First, the input embedding process begins with
assigning tokens to each selected instance of training data.
The embedding layer then transforms these input tokens
(i.e., features) into dense vectors by mapping each token to
a continuous-valued representation using a weight matrix.
This transformation allows the model to process and learn
from the data in a format that captures both semantic
meaning and relationships between tokens. This initial step
is crucial for effectively giving the input data instances into
a form that the subsequent layers of the model.

The positional embedding is used to incorporate
positional information and assign a unique vector to each
embedding output within a sequence before transmitted
into the transformer layers. It also provides the model
with information about the relative or absolute position
information within a sequence. An absolute positional
embedding method is employed for assigning a unique
position vector to each data instance within a sequence. The
embedding process is carried out as follows:

Self-attention network

Fully
Position »  connected
embedding dense layer

Feed forward

T network ¢
Multi class

Input output
embedding

f

Selected features
with instances

INPUT

Figure 2: Architecture of Gaussian Kernelized deep transformer
learning model
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Pz(K,2,) = sin (_Tffﬂ.s_) (8)
M -._ll.'-.-'I

Pg(K,2,41) = CDS(—FEE) ()
Mi.ald

Where Pt denotes a position embedding, K denotes a
length of sequence starting from 1 and going up to

n — 1, where nis sum number ofinstances in sequence,
s represents dimension of the positional embedding
vector ranges from 0 to d — 1 where d represents the
embedding size, Pe(K, 2s) represents the sth dimension
of the embedding for the position ‘K’ with a sine function,
Pe(K, 2s+1) represents the sth dimension of the positional
embedding for the position ‘K’ with a cosine function, M
denotes user-defined scalar term used to scale the position
index (i.e. 10,000). Based on the above equation (8) (9), the
position matrix is formulated as given below:

Where PE(D) denotes a position embedding matrix.
These data instance position embedding matrix are
transferred into the Transformer encoder layers. It involves
two main layers, such as self-attention and feed-forward
layers.

Poo Por .. Pog
P(D) = Py Py P

Ps'[!l P[!I[!l Psd

(10)

Self-attention method permits the method to consider
the significance of dissimilar elements of the input sequence
(i.e., selected features with data instances) dynamically. For
each attention layer, the transformer model learns three
weights such as query weights, key weights, and value
weights. For each data instance, the input ‘D’ is multiplied
with each of the three weight matrices as given below:

@ =D;xw,
B=D;xwg (11)
y=Dixw,

Where, a, 9, y denotes a query, key, and value vector,
Wa, w9, w, learned weight matrices for queries, keys, values.
The scaled dot product attention score is computed as the
sum of ‘w’ and the values vector ‘y.

AS=Ywy (12)
w = Softmax (%) (13)

Where AS denotes an attention score, d denotes a
dimension of the Key vectors (), 9 t denotes a key vector
transpose. Each component of the resulting vector
‘w’ provides the output range (0, 1), and the sum of all

components is 1. Softmax denotes a softmax activation
Function used to convert a vector of values into a probability
distribution.

Feed-forward layer typically contains two linear
transformations divided through a non-linear activation
function like ReLU.

FF(DE} = Rell [Di“’rl + bi] Wa + b:(l‘q':}

Where FF(D:) denotes a feed-forward layer with
particular data instance ‘Di,’ w1, b1 denotes a weight matrix,
bias vector of a first linear transformation, wz,

b2 denotes a weight matrix as well as a bias vector of
the second linear transformation.

Feed-forward layer output typically passes through
additional layers, including fullyconnected dense layers, to
perform classification. The fully connected layers combine
information from the Transformer encoder’s outputs and
learn higher-level representations that are suitable for
making brain tumor disease predictions. In that layer, the
testing and training data instances are analyzed by applying
the Gaussian kernel function as follows:

Where GK(Dt, D+) denotes a Gaussian kernel function, Dt
represents testing data instances, and Dr represents training
data instances, ¢ denotes a deviation,|D: — D:|? indicates
the difference between the two data instances.

| Be— Dyl ,
GK(D,,D,) = exp|~5 2] (1)

Z = ¢.[GK(D.,D,)] (16)
CR (DDl
)
b= exp[ R Dy Dyl 2]
Where, Z denotes the output of the transformer
learning model, ¢sdenotes the softmax activation function,
which outputs probability distribution above multi-class
classification results such as seizure, lpd, gpd, Irda, grda,
and others based on the Gaussian kernel function output,
GK(D¢, D+)c denotesakernel outputforthe cth class. Through
the output of the transformer learning model, patient’s
brain tumor severity risk levels was effectively classified.
Therefore, the proposed Transformer learning approach
enhancestheperformanceofbrain tumor disease diagnosis
while minimizing time consumption.

Vs =

//Algorithm 2: Gaussian kernelized deep transformer
learning

Input: Dataset ‘Ds’, selected features {A ,A,....., A},

Data instances ‘{D1, D2, ..., Dn}’

Output: Increased brain tumor disease diagnosis accuracy
Begin:

1. Collect a number of selected features Aj € {A1,A2,...Ak}

and Data instances Di € {D1,D2,...Dn}
2. For each feature Ak with data instance Di



The Scientific Temper. Vol. 16, No. 2

Renjeni et al. 3716

Perform position embedding using (8) and(9)
Obtain the position embedding matrix using (10)
End for
For each data instance Di? transformer encoder
Measure self-attention score using (12)
Obtain a feed-forward neural network using(14)
End for
0. Measure kernel between the instances
1. ‘GK(Dt, Dr)" using (15) fully connected dense layer Apply
softmax activation function * ¢s’

12. If 95 =1 then
13. Diagnosis of the seizure disease severity level
14. End if
15. Obtain final results — (output layer) End

Algorithm 2 outlines the process of brain tumor disease
diagnosis using a Gaussian kernelized deep transformer
learning model. Initially, selected relevant features are
provided as input to the Transformer learning network. Each
input feature undergoes a position embedding process to
arrange its sequential order in the input sequence. The
resulting position embedding matrix is then transferred
into the transformer layer. In the transformer layer, Attention
scores are computed to identify which features of the
input sequence are most influential for making disease
predictions. These feature vectors are subsequently fed into
a feed-forward network, where ReLU activation functions
in each hidden layer enable effective modeling of complex
relationships within the data instances. The fully connected
dense layer following the feed-forward network often
reduces the dimensionality of the aggregated representation
from the transformer encoder. This reduction helps in
managing computational complexity and focusing on the
most relevant features. A Gaussian kernel and softmax
activation function serves as the final layer producing disease
diagnosis outputs for classification tasks. This method aims
to enhance the accuracy of brain tumor disease diagnosis.

DSV NO U AW

Experimental setup

Experiments assessment of MRMGKTL model and
conventional MD CNN-BiLSTM (Aravind Britto K.Retal.,2023)
and PS+Bi-LSTM+attention (Yixuan Tang et al.,2024) are
implemented in Python high-level language. In order
to perform the experiments, HMS - Harmful Brain Activity
Classification dataset is taken from https://www.kaggle.com/
competitions/hms-harmful-brain-activity-classification. Main
aim of this dataset is to identify as well as categorize seizures
and other kinds of harmful brain activity in EEG data.
Thetrain.CSV files are used for classifying the seizuresand
their severity risk factors. The dataset includes a 1,06, 800
instances and 15 identifiers or attributes listed in Table 1.

Performance comparison analysis

Theresult analysis of the MRMGKTL model and conventional
MD CNN-BiLSTM (Aravind Britto K.R et al.,2023), PS+Bi-

LSTM+attention (Yixuan Tang et al., 2024), with different
parameters, is discussed.

The BTD time: it is the amount of time taken for
categorizing patient information or data instances as of
medicaldatabaseaccordingtototal number of patient data.

TDT = D,, = Time(SPD)(18)

Where TDT denotes tumor diagnosis time, Dn
indicates a number of datainstances, Time(SPD) represents
atime to classify single patient data or data instances. Itis
calculated in milliseconds (ms) (Table 2).

Brain tumor diagnosis accuracy
Itis referred as number of patient data or data instances are
classified as Brain tumor from total amount of data instances
considered from dataset. It is mathematically formulated
as follows. )
Brain tumor diagnosis accuracy = [%] +* 100
m

(19)

Where ‘D»’ denotes the number of input patient data
or data instances, and ‘Ncc’ denotes the number of patient
data which properly classified. Overall accuracy is measured
in percentage (%).

Precision

Precision in the multi-class classification of brain tumors
refers to the capability of the method to properly recognize
pertinent instances out of every instance it forecasts as
positive in each class. It is calculated as the ratio of true positive
forecasts to a total number of predicted positives for a given
class. Mathematically,grecision is calculated as follows:

T
PR = (200

T TP&FP

Where PR denotes a precision, TP denotesa true positive
rate (i.e., correctly classified instances), and false positive
rate ‘FP’ (i.e., Instances that are incorrectly classified). It is
measured in percentage (%).

Recall

itis also known as sensitivity used in multi-class classification
of brain tumors. It calculates the proportion of actual
positive samples, which are properly recognized through
the method. Recall is computed as follows,

TP
i 7
= TP+FN (@1)

Where ‘RL’ denotes a recall, true positive rate ‘TP’ (i.e.,
correctlyclassifiedinstances),andthe false negativerate 'FN'.
Itis measured in percentage (%).

Specificity

It refers to a method’s capability to properly recognize true
negative instances for each class as the sum of true negatives
and false positives.
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TN
TN+FP

SPE =

(22)

Where, ‘SPE’ denotes a specificity, TN'indicates true
negative rate and false positive rate
‘FP'. It is measured in percentage (%).

F1-score
it is computed of the accuracy of a method at classification
tasks, balancing both precision and recall in multi-class
classification tasks.

PR=RL

—_ 3
F1 — score = 2% m} (23)

Where, PR represents the precision, RL represents the
recall. It is measured in percentage (%).

Figure 3 (a) (b) shows the performance outcomes of
brain tumor diagnosis time with and without using three
different classification methods: the MRMGKTL model and
the existing MD CNN-BiLSTM (Aravind Britto K.R et al.,2023)
and PS+Bi-LSTM+attention (Yixuan Tang et al.,2024).

When the number of instances increases (10,000, 20,000,
30,000 ... 100,000), the overall brain tumor diagnosis time
for all three methods increases linearly. In an experiment
conducted with 10,000 data instances, the brain tumor
diagnosis time with feature selection using the MRMGKTL
model was found to be 65 ms. The time consumption of
(Aravind Britto K.R et al.,2023) and (Yixuan Tang et al.,2024)
was found to be 82ms and 74m:s, respectively. From the
observed results, the proposed MRMGKTL model minimizes
the brain tumor diagnosis time by 19% and 10% compared

Table 2: Comparison of the brain TDT

Brain tumor diagnosis
time (ms) with feature

Brain tumor diagnosis
time (ms) without feature

§ selection time selection

E

S

: 5 :

S 2 f. e % G

5 E S 93 % = 98

£ £ 8 8% % S &g

3 < Q &£ Z Q 5=

= = = SIS = = SO
10000 65 82 74 82.5 103 90.6
20000 715 90.5 80.6 88.6 1123 985
30000 82.2 105.4 92 95.6 1263 106.6
40000 954 116.5 105.6 108.7 1364 118
50000 1053 132 120 118 157.6 130
60000 1175 146 1324 129.5 166 147.6
70000 1254 155 145 144 174 157.6
80000 1394 165.8 155.5 158 195 178
90000 1526 185.5 162 177 205.6 189

100000 167 195.6 176.8 202.3 2266 2156
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Figure 3 (a): Graphical results of brain tumor diagnosis time feature
selection
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Figure 3 (a): Graphical results of brain tumor diagnosis time without
feature selection

to (Aravind Britto K.R et al.,2023) and (Yixuan Tang et al.,
2024), respectively. This is accomplished by applying Sokal-
Michener’s multivariatereliefmatchingtechniquetofindthe
significant features from the dataset weight value. Therefore,
the high-ranked features are chosen as final for accurate
brain tumor diagnosis, and the remaining features and their
columns are removed from the dataset. This process reduces
the time required for tumor diagnosis. From the observed
results, the proposed MRMGKTL model reduces brain
tumordiagnosistime withoutfeatureselectionby 19 and 9%
compared to [5] and (Yixuan Tang et al.,2024), respectively.

Figure 4 depicts performance outcomes of different
metric comparisons, including accuracy, precision,
sensitivity, SPE, and F1-score, for three dissimilar methods:
the MRMGKTL model and the existing MD CNN-BiLSTM
(Aravind Britto K.R et al.,2023) and PS+Bi- LSTM+attention
(Yixuan Tang et al.,2024) (Table 3). Among the three methods,
the MRMGKTL model outperforms the others in achieving
higher accuracy, precision, sensitivity, SPE, and F1-score. This
is because of applying a Gaussian kernelized transformer
learning model to accurately diagnose the brain tumors
associated with epileptic seizure severity levels.
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Table 3: Performance parameter comparison of proposed and
different conventional methods 1
Parameters MRM GKTL ~ MDCNN-  PS+Bi-LSTM + =
BiLSTM attention 20
Brain tumor diagnosis  96.5 88.96 93.22 L
accuracy (%) 0
Precision (%) 97.45 86.42 92.56 iz = MEMGETL
Sensitivity (%) 98.07 87.55 93.74 ™ D CBLETAL
Specificity (%) 90.90 86.45 88.45 = oo
]
F1-score (%) 97.75 86.98 93.14 LSTM+attention
]
Beadn temor Precision Semsithvity Specificity  Fl- score
The average brain tumor diagnosis accuracy was dagocsz (%) (%) (%) (%)
AcCmEacy
observed as 96.5% for the MRMGKTL model, 88.96% for o) Farsmeters
the existing MD CNN-BILSTM (Aravind Britto K.R et al.,2023),

and 93.22% for PS+Bi-LSTM+attention (Yixuan Tang et al.,
2024). Therefore, the observed results of the MRMGKTL
model are compared to the outcomes of conventional
(Aravind Britto K.R et al.,2023) and (Yixuan Tang et al.,2024).
Overall comparison denotes which MRMGKTL model
significantly improves accuracy by 8% and 4% compared to
(Aravind Britto K.R et al.,2023) and(Yixuan Tang et al.,2024),
respectively.

The precision scores were found to be 97.45%, 86.42%,
and 92.56% for the MRMGKTL model and the existing MD
CNN-BIiLSTM (Aravind Britto K.R et al., 2023) and PS+Bi-
LSTM-+attention (Yixuan Tang et al.,2024), respectively. From
the analysis, the overall precision result of the MRMGKTL
method is improved by 13 and 5% than the existing
classification techniques.

Performance of recall, or sensitivity, is measured using
100,000 data instances. The results were observed to be
98.07, 82.55, and 93.74% for the MRMGKTL model, MD
CNN-BIiLSTM (Aravind Britto K.R et al., 2023), and PS+Bi-
LSTM+attention (Yixuan Tang et al., 2024), respectively.
The overall comparison outcomes show performance of
sensitivity for MRMGKTL model is enhanced by 12 and 5%
compared to the conventional methods.

The performance of specificity is measured by applying
100,000 data instances. The results were observed to be
98.07, 82.55, and 93.74% using the MRMGKTL model, MD
CNN-BiLSTM (Aravind Britto K.R et al.,2023), and PS+Bi-
LSTM+attention (Yixuan Tang et al., 2024), respectively.
The overall comparison outcomes show the result of
sensitivity for the MRMGKTL model is improved by 12 and
5% compared to the conventional methods.

The performance of specificity was measured, and the
outcomes were 90.90, 86.45, and 88.45% using the MRMGKTL
model, MD CNN-BiLSTM (Aravind Britto K.R et al.,2023), and
PS+Bi-LSTM-+attention (Yixuan Tang et al., 2024), respectively.
The overall comparison outcomes suggest that the specificity
result of the MRMGKTL model is enhanced by 5% and 3%
compared to the conventional methods.

Figure 4: Overall performance results of different metric
comparisons

The performance results of the F1-score for three methods,
namely MRMGKTL, MD CNN-BiLSTM (Aravind Britto K.R et al.,
2023), and PS+Bi- LSTM+attention (Yixuan Tang et al.,2024),
were observed based on both precision and recall. The
overall observed performance results show that the F1-score
is 97.75% using MRMGKTL, 86.98% using (Aravind Britto K.R
etal., 2023),and 93.14% using (Yixuan Tang et al., 2024). From
these outcomes, it is evident which F1-score result using
the MRMGKTL method is improved by 12 and 5% (Aravind
Britto K.Retal., 2023), (Yixuan Tang et al., 2024), respectively.

Performance of ROC curve
It estimates a result of a classifier for positive class prediction.
It plots TPR against the FPR.

Figure 5 illustrates the graphical representation of ROC
curve analysis comparing the proposed MRMGKTL model
withtwoexistingmethods (Aravind Britto K.R et al.,2023) and
(Yixuan Tang et al.,2024). In this graphical representation,

Table 4: Tabulation for ROC curve

TPR

MRMGKTL ~ MD CNN-BILSTM  PS+Bi- LSTM+ attention
1. 0.11 0.06 0.09
2. 0.33 0.15 0.21
3. 0.48 0.24 0.32
4. 0.6 0.36 047
5. 0.68 048 0.6
6. 0.78 0.6 0.68
7. 0.85 0.68 0.74
8. 0.9 0.75 0.8
9. 0.94 0.8 0.88
10.  0.99 0.86 0.92
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Figure 5: Performance results of ROC curve
Table 5: Confusion matrix using MRMGKTL model
Total Actual Value
Instances
1,00,000 Positive Negative
2, Positive TP = FP = 2000 78500
T3 76500
9w
>
.
[- W
Negative FN =1500 TN= 20000 21500
78000 22000

the x-axis represents FPR, and the y-axis represents TPR.
ROC curve analyzes brain tumor disease diagnosis based on
theserates.FromtheFigure, itisevident thatthe ROC curve of
the MRMGKTL model demonstrates superior performance
in brain tumor diagnosis compared to the two existing
methods as shown in Table 4.

Confusion matrix

It is a table employed to estimate the result of the
classification method. It summarizes forecasts made through
the MRMGKTL method on 100,000 data instances for which
the true values are known.

e True Positive (TP)

Instances that are properly classified to a particular class

e True negative (TN)

Instances that are properly forecasted as not belonging to
a particular class

e False Positive (FP)
Instances that are wrongly classified as belonging to a
particular class

e False Negative (FN)

Instances that are wrongly classified into their true class.
The provided Table 5 presents the confusion matrix

of the MRMGKTL method based on a dataset of 100,000

patient records. The MRMGKTL model achieved 76,500 true

positives (TP) and 20,000 true negatives (TN), with 2,000 false

positives (FP) and 1,500 false negatives (FN).

Conclusion

Brain tumor disease diagnosis not only enhances diagnostic
accuracy but also supports healthcare providers in delivering
personalized and timely care to patients, thereby improving
overall healthcare outcomes in neurology and oncology.
We have introduced a novel MRMGKTL method for brain
tumor disease diagnosis based on seizure classification.
Initially, significant features are selected from the dataset
to minimize its dimensionality and reduce processing
time. Subsequently, accurate classification results are
achieved by applying a transformer learning model based
on the Gaussian kernel function with minimal error. A
comprehensive experimental assessment is conducted,
incorporating different parameters. Quantitatively analyzed
outcomes reveal which MRMGKTL model outperforms
existing classification methods through attaining superior
accuracy, PR, RL, SPE, and F1-score. Moreover, MRMGKTL
method proves to be efficient in reducing the time
required for brain tumor recognition compared to existing
classification techniques.
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