
Abstract
Weather prediction is gaining popularity very rapidly in the current era of artificial intelligence and Technologies. It is essential to predict 
the temperature of the weather for some time. Traditionally, weather predictions are performed with the help of large complex models 
of physics, which utilize different atmospheric conditions over a long period of time. These conditions are often unstable because of 
perturbations of the weather system, causing the models to provide inaccurate forecasts. The models are generally run on hundreds of 
nodes in a large high-performance computing (HPC) environment, which consumes a large amount of energy. In this paper, LightGBM 
Regression parameters are tuned by using an optimization technique. Differential evolution (DE) is used to optimize the LightGBM 
regressor for estimating and forecasting the weather in the fore coming days.
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Introduction
Predictions for the future using the correct algorithm are 
viral nowadays. This prediction is applicable for the weather 
prediction as well. It can use machine learning to know 
whether it will rain tomorrow or what the temperature will 
be tomorrow. Machine learning algorithms can correctly 
forecast weather features like humidity, temperature, 
outlook, and airflow speed and direction. This sector is 
immensely dependent on previous data and artificial 
intelligence. Predicting future weather also helps us to make 
decisions in agriculture, sports and many aspects of our 
lives. Weather conditions around the world change rapidly 
and continuously. Correct forecasts are essential in today’s 
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daily life. From agriculture to industry, from traveling to daily 
commuting, the people are dependent on weather forecasts 
heavily. As the entire world is suffering from the continuous 
climate change and its side effects, it is very important to 
predict the weather without any error to ensure easy and 
seamless mobility, as well as safe day to day operations, 
Shiu, Y. S., & Chuang, Y. C. (2019), Maleki, M., Barkhordar, Z., 
Khodadadi, Z., & Wraith, D. (2019), Bun, M. J., & Harrison, T. D. 
(2019), Gelman, A., Goodrich, B., Gabry, J., & Vehtari, A. (2019), 
Ventura, M., Saulo, H., Leiva, V., & Monsueto, S. (2019), Yousof, 
H. M., Altun, E., Rasekhi, M., Alizadeh, M., Hamedani, G. G., 
& Ali, M. M. (2019), Sabottke, C. F., Breaux, M. A., & Spieler, 
B. M. (2020).

The current weather prediction models heavily depend 
on complex physical models and need to be run on large 
computer systems involving hundreds of HPC nodes. The 
computational power of these large systems is required to 
solve the models that describe the atmosphere. Despite using 
these costly and complex devices, there are often inaccurate 
forecasts because of incorrect initial measurements of the 
conditions or an incomplete understanding of atmospheric 
processes. Moreover, it generally takes a long time to solve 
complex models like these. Through this research paper, 
an optimization-based regressor is proposed to enhance 
weather forecasting in the upcoming days, Chen, X., Huang, 
J., & Yi, M. (2020), Jabeur Telmoudi, A., Soltani, M., Chaouech, 
L., & Chaari, A. (2020), Kipourou, D. K., Charvat, H., Rachet, 
B., & Belot, A. (2019). 

Differential Evolution Optimization
Differential evolution is found to be a well-known evolution-
based optimization technique. It has elegantly combined 
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the mutation and crossover operators of GA. The major 
difference between GA and differential evolution is that 
it requires fewer control parameters. Therefore, it has 
better convergence speed as compared to GA. Differential 
evolution can improve the parameters selection process. 
Generally, differential evolution consists of four main steps 
(i.e. initializing population, mutation and recombination, 
selection, and stopping criteria) to find optimal solutions and 
it is represented in Figure 1, Mohamed, A. W., & Mohamed, A. 
K. (2019), Tyralis, H., & Papacharalampous, G. (2017), Karasu, 
S., & Altan, A. (2019, November), Malathi, T., & Manimekalai, 
M. (2020). 

Step 1: Initializing population
A given set of random solutions is developed in this step, 
considering that each parameter lies within the range of 
lower and upper bound. The normal distribution is used to 
develop these random values.

Step 2: Mutation and recombination
The primary benefit of differential evolution is the way it 
generates solutions throughout its life cycle. The difference 
between any two solutions of differential evolution is added 
with third solution to form a new solution. Therefore, it can 
elegantly overwrite the mutation and crossover operators 
of GA. This proves that differential evolution can converge 
at a faster speed as compared to GA.

Step 3: Selection
The fitness value of solutions is then evaluated using a given 
objective function. In case if the fitness of the new solution 
is more than that of the best-known fitness so far, then the 
best-known solution will be changed to a new solution and 
continue otherwise for further generations.

Step 4: Stopping Criteria
It is not possible to achieve maximum fitness function. 
Therefore, one can use either number of iterations, number 
of function evaluations, or acceptance error (AE), to finish 
the differential evolution procedure.

Light Gradient Boosting Machine (Lightgbm) 
Regression Technique
The LightGBM model is an ensemble learning model based 
on gradient facilitated decision tree (GBDT). The key point of 
the model is to accumulate all three models as the output 
result. The LightGBM model is optimized in the original 
GBDT algorithm, which solves the problem of the difficulty of 
training large amounts of data in GBDT. The traditional GBDT-
based algorithm such as Xgboost, uses a pre-sorting method 
for prediction. First, all values on the data set are pre-sorted 
according to the features, and the best segmentation point 
on the feature is found by traversing the entire data set. This 
greatly increases the time complexity and memory usage. 
The LightGBM model uses the histogram algorithm, the 

continuous eigenvalues are discretized into N integers and 
a histogram with a unit of N is constructed. When traversing 
the data, the discrete eigenvalues are used as an index in the 
histogram. Calculate the statistics in the middle, and finally, 
find the optimal split point according to the discrete value 
of the histogram. The LightGBM model also uses the idea of 
mutually exclusive feature bundling (EFB), which combines 
some mutually exclusive features to reduce the dimension 
of features. Finally, the LightGBM model adopts the leaf-wise 
leaf growth strategy with depth limitation. Unlike the GBDT 
algorithm, it does not need to search and split each layer of 
leaves. In this way, the operating efficiency of the computer 
is greatly improved, Roozbeh, M., Hesamian, G., & Akbari, 
M. G. (2020), Almeshal, A. M., Almazrouee, A. I., Alenizi, M. 
R., & Alhajeri, S. N. (2020), Alves, R. S., de Resende, M. D. V., 
Azevedo, C. F., Silva, F. F. E., Rocha, J. R. D. A. S. D. C., Nunes, 
A. C. P., ... & dos Santos, G. A. (2020). 

Optimization Based Regressor Model
In this proposed enhanced regression technique, differential 
evolution to optimize the LightGBM tree in such a way that 
it maximizes the specificity and sensitivity ratio of weather 
data, Marcoulides, K. M., & Raykov, T. (2019), Deng, W., Shang, 
S., Cai, X., Zhao, H., Song, Y., & Xu, J. (2021).

Step 1: Initialization
In this step, DE procedure is initiated by developing its initial 
population randomly using Normal Distribution with Mean 
=0, and variance =1. Each random solution has a size 17. The 
lower bound and upper bound values are between 0 and 1,  
respectively. 

Figure 1: Flowchart of differential evolution optimization algorithm
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Step 2: Fitness Function
The DE-LGBM fitness function is defined by minimizing the  
following symmetric mean absolute percentage error (SMAPE).

 

 is the forecasted value for given time series, and  is 
the actual values for given time series. 

Step 3: Selection Operator
The SMAPE is calculated. Variable V1 stores the best low smape 
ratio of solution so far. Every random solution corresponding 
to the best smape ratio store into a matrix best solution. 

Step 4: Mutation and recombination operator
Differential evolution develops trial solutions in an efficient 
way using mutation and recombination operators. A 
weighted difference between two solutions is merged into 
a third solution to generate a new solution. The fitness of 
the developed solution is also calculated to compare it with 
the best solution so far. In case the generated solution has a 
significant fitness value, then best solution will be replaced 
with this solution. Continue otherwise.

Step 5: Termination criteria
This step will repeat all its steps till the best fitness value of 
each solution is less than to threshold is defined. Once any 
best fitness value greater or equal to the threshold is found, 
then DE will automatically return optimized parameters.

Result And Discussion

Performance Metrics
Table 1 gives the performance metrics used in this 
contribution to evaluate the performance of the proposed 
optimization-based regressor (OR) model. 

The performance of the Proposed OR model is compared 
with the existing LightGBM regressor using original dataset 
and the proposed AC-IG-based feature selection method [] 
processed dataset. 

Table 2 gives the performance analysis of the proposed 
OR model using the original dataset and the proposed AC-IG 
method processed dataset. Figure 2 depicts the graphical 
representation of the symmetric mean absolute percentage 
error (SMAPE) with the proposed OR model and LightGBM 
model using the original dataset and proposed AC-IG 
processed dataset. From Table 2 and Figure 2, it is clear that 
the proposed OR model with proposed AC-IG-based feature 
Selection processed dataset gives less SMAPE value when it 
is compared with the existing model. 

Figure 3 depicts the graphical representation of the 
Mean Absolute Percentage Error (MAPE) with the proposed 
OR model and LightGBM model using the original dataset 
and proposed AC-IG processed dataset. From Table 2 and 
Figure 3, it is clear that the proposed OR model with the 
proposed AC-IG processed dataset gives less MAPE when it 
is compared with the LightGBM model.

Table 1: Performance metrics for optimization-based regressor 
model

Error Name Equation

Symmetric mean absolute percentage 
error (SMAPE)

Mean absolute percentage error (MAPE)

Root mean squared error (RMSE)

Table 2: Performance analysis of the proposed OR model and 
LightGBM model using the original dataset and proposed AC-IG 

processed dataset

Performance 
metrics

Regression models 

Proposed OR model LightGBM model

Original Dataset

SMAPE 42.43 45.76

MAPE 41.69 46.92

RMSE 38.66 41.72

Proposed AC-IG based FS processed dataset

SMAPE 18.86 22.26

MAPE 31.72 41.64

RMSE 24.58 37.28

Figure 2: Graphical representation of the SMAPE with the proposed 
OR model and LightGBM model using original dataset and proposed 

AC-IG processed dataset

Figure 3: Graphical representation of the MAPE with proposed 
OR model and LightGBM model using the original dataset and 

proposed AC-IG processed dataset
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Figure 4 depicts the graphical representation of the Root 
Mean Squared Error (RMSE) with the proposed OR model and 
LightGBM model using the original dataset and proposed 
AC-IG processed dataset. From Table 2 and Figure 4,  
it is clear that the proposed OR model with the proposed 
AC-IG processed dataset gives less RMSE when it is compared 
with LightGBM model.

Conclusion
In this chapter, an optimization based regression model 
is proposed with LightGBM and differential evolution 
optimization. Through this proposed OR model, the 
forecasting of the weather can be prediction for future days. 
The performance of the proposed OR model is compared 
with existing regressors like LightGBM for the original 
dataset and the proposed AC-IG-based feature selection 
processed dataset. 
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