
Abstract
The echocardiogram, also known as a cardiac ultrasound, captures real-time images of the heart’s chambers and valves. Ultrasonic waves 
are used in this method to penetrate the skin and generate the pattern of the heart’s movement, allowing healthcare professionals to 
assess its overall function. In this research study, we propose a novel approach for classifying heart diseases relying on echocardiogram 
videos using transfer learning and ensemble methods. The approach involves using pre-trained convolutional neural network models 
such as VGG19, Densenet201, and Inceptionv3 as feature extractors and then training a classifier on top of these extracted features. 
The pre-trained models have been trained on large datasets with millions of images, making them highly effective feature extractors 
for various computer vision tasks. The main objective is to leverage the learned representations from these models and apply them to 
echocardiogram videos for accurate classification of heart diseases. The novel integration of MVCNN (pre-trained convolutional neural 
network models VGG19, Densenet201, and Inceptionv3) with ensemble methods has led to a significant increase in accuracy, achieving 
an overall accuracy of 98.09% in classifying heart diseases using echocardiogram videos and achieved AUC-0.82% After implementing 
the novel integration.
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Introduction
Cardiovascular disease is a main cause of death worldwide, 
and accurate classification of heart diseases based on 
echocardiogram videos is crucial for effective diagnosis and 
treatment. In recent years more developed technologies 
are being used, such as integration methods and transfer 
learning, which are being advanced in medical imaging 
classification. Leveraging pre-trained convolutional neural 
networks models, such as VGG19, Densenet201, and 
Inceptionv3, as feature extractors have opened up new 
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possibilities for accurately classifying heart diseases using 
echocardiogram videos. In this research, we proposed a 
novel approach that uses transfer learning and integration 
techniques to achieve remarkable accuracy in classifying 
heart diseases. By utilizing the learned representations 
from these advanced deep-learning models, we have 
been able to demonstrate an impressive accuracy rate 
of 98.09% in distinguishing between arrhythmia, low 
ejection fraction, and normal cardiac function (Raghu et 
al., 2019). This breakthrough in accurately identifying heart 
diseases based on echocardiogram videos has significant 
implications for the field of cardiology, paving the way for 
improved diagnosis and treatment planning. Our approach 
not only showcases the potential of transfer learning and 
ensemble methods but also highlights the effectiveness 
of leveraging pre-trained models for feature extraction in 
computer vision applications. Employing these advanced 
research techniques focused on enhancing medical image 
classification and ultimately improving patient care in 
cardiology (Hu et al., 2018).

To implement our novel approach for classifying heart 
diseases based on echocardiogram videos, we utilized 
the MVCNN method - a combination of Transfer Learning 
and Ensemble Methods using VGG19, Densenet201, and 
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Inceptionv3 models. The MVCNN method allowed us to 
effectively harness the power of pre-trained convolutional 
neural network models as feature extractors and then 
train a classifier on top of these extracted features (Cheng 
& Malhi 2017). Transfer learning involved leveraging the 
learned representations from the VGG19, Densenet201, 
and Inceptionv3 models, which were pre-trained on large 
image datasets, and applying them to echocardiogram 
videos for accurate classification of heart diseases. This 
approach enabled us to benefit from the extensive training 
of these models on vast image datasets, making them highly 
effective feature extractors for our specific medical imaging 
task (Garg et al., 2020).

Additionally, Ensemble Methods were employed to 
further enhance the accuracy of heart disease classification. 
By combining the outputs of the VGG19, Densenet201, 
and Inceptionv3 models, we were able to minimize errors 
and achieve a more robust classification performance. The 
ensemble of multiple models provided a comprehensive 
and reliable approach to accurately distinguish between 
arrhythmia, low ejection fraction, and normal cardiac 
function in echocardiogram videos (Yuan & Xing 2019). 
The MVCNN method, encompassing transfer learning and 
ensemble methods using advanced models of deep learning 
methods, has been proven to be highly effective in achieving 
an impressive accuracy rate of 98.09% in classifying heart 
diseases based on echocardiogram videos. This approach 
not only showcases the potential of leveraging pre-
trained models for medical image classification but also 
contributes to the advancement of research in the field of 
cardiology for improved diagnosis and treatment planning 
(Yuan & Xing, 2019). Our work focuses on utilizing transfer 
learning techniques, specifically VGG19, Densenet201, and 
Inceptionv3 models, to classify heart disease to execute the 
transfer learning process using VGG19, Densenet201, and 
Inceptionv3 models for echocardiogram video classification, 
we first loaded the pre-trained models and removed their 
final classification layer (Madani et al., 2018).

Literature Review
As part of the literature review, it is essential to gather 
insights from previous studies and research works related to 
the classification of heart diseases based on echocardiogram 
videos using transfer learning and ensemble methods.

Medical images classification in transfer learning
Previous research has been done on transfer learning in 
classifying medical images. A study demonstrated the utility 
of transfer learning in accurately distinguishing between 
different cardiac conditions using convolutional neural 
networks pre-trained on large image datasets. The findings 
emphasized the potential of leveraging pre-trained models 
for feature extraction in medical imaging applications (Xie 
et al., 2017).

Ensemble methods for improved classification performance
Ensemble methods have shown promising results in 
improved accuracy and robustness of classification 
models. Smith et al. 2011 conducted a comprehensive 
analysis of integration techniques in image classification 
in the medical domain, showcasing the advantages of 
combining the outputs of multiple models for accurate 
disease identification. The study provided insights into 
the enhanced performance achieved through ensemble 
methods, particularly concerning cardiac image evaluation. 
These studies emphasize the significance of utilizing transfer 
learning and ensemble methods, specifically with VGG19, 
Densenet201, and Inceptionv3 models (Morid et al., 2021).

Leveraging VGG19, densenet201, and inceptionv3 for medical 
imaging
The utilization of advanced deep learning models, including 
VGG19, Densenet201, and Inceptionv3, has been a focus of 
several research endeavors in the field of medical imaging 
(Martinez & Gill, 2019). Harris & Greiner, 2023 investigated 
the application of these pre-trained models for feature 
extraction in echocardiogram-based disease classification, 
highlighting their effectiveness in capturing relevant visual 
patterns for accurate diagnosis. 

Role of convolutional neural networks in cardiac image 
analysis
An in-depth exploration by Patel & Makaryus, 2022 delved 
into the act of convolutional neural networks in the 
analysis of cardiac images, particularly echocardiograms. 
The study emphasized the capacity of CNNs to extract 
intricate features from echocardiogram videos, leading to 
accurate classification of various heart diseases. The findings 
underscored the significance of utilizing CNNs for robust 
and precise diagnostic outcomes in cardiology (Litjens et 
al., 2019).

Application of deep learning in cardiac function assessment
Gupta et al. 2022 elucidated the deep learning techniques, 
including transfer learning and ensemble methods, in the 
assessment of cardiac function based on echocardiogram 
videos. The research showcased the efficacy of leveraging 
deep learning models, such as VGG19, Densenet201, and 
Inceptionv3, in accurately evaluating cardiac function 
parameters, thereby contributing to improved diagnostic 
capabilities in cardiology. Overall, the existing literature 
demonstrates that utilizing ensemble methods and pre-
trained deep learning models such as VGG19, Densenet201, 
and Inception (Litjens et al., 2019).

COVID-19 X-ray scan of the chest using transfer 
learning using enhancing convolutional Neural 
network to generate a classification report
The significance of an accurate initial diagnosis for cardiac 
disease cannot be overstated, as it can be a life-saving 
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measure, while an incorrect diagnosis could prove lethal. 
This study employs a diverse array of artificial intelligence 
techniques to generate a binary classification within the 
dataset, which identifies abnormal conditions (Raghu et 
al., 2019, Shin et al., 2016). Fourteen crucial attributes were 
considered for this analysis. To enhance accuracy, a confusion 
matrix was utilized to validate various potential outcomes. 
To improve the study’s quality, a Random Forest algorithm 
is implemented to eliminate those features that do not 
contribute to the diagnosis. The research also explores the 
potential integration of IoT technologies, including mobile 
devices. Notably, a deep learning approach demonstrated a 
remarkable 94.2% percent accuracy rate (Amin et al., 2022).

Research Gap Identified
While the integrated methodology for disease classification 
based on echocardiogram videos demonstrates strong 
performance metrics and an innovative approach, certain 
research gaps warrant further exploration. A comprehensive 
literature survey reveals that recent research has mainly 
concentrated on the application of transfer learning on 
individual ML models in medical image evaluation, but 
there is a lack of extensive exploration into the combined 
utilization of integration techniques and MVCNN architecture 
for echocardiogram video classification (Dong et al., 2018, 
Tajbakhsh et al., 2016). Several research works, including that 
of Jiang et al. 2022 and Wang et al., 2023, have emphasized 
the impact of using transfer pre-trained models of transfer 
learning for medical image classification. However, these 
studies have predominantly concentrated on single-model 

Figure 1: Proposed framework

approaches and have not thoroughly investigated the 
impact of ensemble techniques and MVCNN architecture for 
echocardiogram videos. Therefore, the ensemble of multiple 
pre-trained models and the utilization of MVCNN architecture 
alongside ensemble methods highlight a huge research gap 
in the field. The absence of comprehensive studies on the 
combined application of ensemble techniques and MVCNN 
architecture for echocardiogram video analysis highlights 
the need for further exploration and empirical validation. 
Consequently, there is an opportunity to bridge this research 
gap and contribute to the advancement of transfer learning 
methodologies in the domain of echocardiogram video 
analysis. By conducting research in this area, we aim to 
address the following research objectives.

Proposed architecture for transfer learning and 
MVCNN integration
In this proposed architecture, we aim to integrate multi-view 
convolutional neural networks with the transfer learning 
process using VGG19, Densenet201, and Inceptionv3 models. 
The MVCNN architecture will consist of multiple streams, 
each dedicated to processing echocardiogram videos from 
different perspectives or views. Steps for Integration. The 
proposed framework is shown in Figure 1.

Feature Extraction Using Pretrained Models
Initially, the pre-trained VGG19, Densenet201, and 
Inceptionv3 models will be utilized to extract features 
from the echocardiogram videos. As previously highlighted, 
these models have been extensively trained on larger image 
datasets and are powerful feature extractors.
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Integration of MVCNN
The extracted features from each model will then be fed into 
the multi-view convolutional neural networks. The MVCNN 
architecture will process these features from different 
perspectives, capturing a more detailed representation of 
the heart’s structural and functional characteristics.

Ensemble Methods with MVCNN
We will also employ ensemble methods to combine the 
outputs of the MVCNN streams. This ensemble approach 
aims to minimize errors and enhance the robustness of 
disease classification, ultimately leading to improved 
accuracy rates.

Training the Classifier
Lastly, a classifier will be trained on top of the combined 
features from the MVCNN streams to classify heart diseases, 
such as arrhythmia, low ejection fraction, and normal cardiac 
function.

Ensemble Model Architecture
Missing Text

Feature Extraction using Pretrained Models 
The pre-trained VGG19, Densenet201, and Inceptionv3 
models will be employed to extract features from the 
echocardiogram videos. These models are well-suited 
for feature extraction due to their extensive training on 
large-scale image datasets, making them powerful feature 
extractors for medical imaging tasks. The ensemble model 
architecture is shown in Figure 2.

Integration of MVCNN
The extracted features from each model will be input 
into the multi-view convolutional neural networks. This 
multi-view approach aims to capture a more detailed and 
comprehensive representation of the heart’s structural and 
functional characteristics by processing the features from 
different perspectives or views.

Figure 2: Ensemble model architecture

Ensemble Methods with MVCNN
Ensemble methods will be utilized to combine the outputs 
of the MVCNN streams. This ensemble approach seeks to 
minimize errors and enhance the robustness of disease 
classification, contributing to improved accuracy rates in 
distinguishing different heart diseases in echocardiogram 
videos.

Training the Classifier
Finally, a classifier will be trained on top of the combined 
features from the MVCNN streams to effectively classify 
heart diseases, including arrhythmia, low ejection fraction, 
and normal cardiac function. The expected benefits of this 
integrated approach are substantial. By leveraging the 
strengths of transfer learning and multi-view processing, 
we anticipate capturing a more detailed and comprehensive 
understanding of the heart’s condition. This is expected 
to lead to improved accuracy in disease classification, 
thereby enhancing diagnosis and treatment planning in 
the field of cardiology. Furthermore, the integration of 
pre-trained models with the MVCNN architecture has the 
potential to reduce the dependence on huge amounts of 
labeled training data. This is attributed to the high level of 
generalization already present in the pre-trained models, 
acquired from diverse image datasets, which can enhance 
the model’s ability to classify heart diseases based on 
echocardiogram videos.
• To analyze the performance of pre-trained models 

(VGG19, Densenet201, Inceptionv3) in echocardiogram 
video classification using transfer learning.

• To investigate the impact of ensemble techniques, 
such as model averaging and majority voting, on the 
classification accuracy of echocardiogram videos. 

• To assess the effectiveness of MVCNN architecture 
in improving echocardiogram video classification 
accuracy compared to single-model approaches. 

By addressing these research objectives, we anticipate 
gaining a deeper understanding of the potential advantages 
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and limitations of using ensemble techniques and MVCNN 
architecture for echocardiogram video classification. This 
research will contribute to the existing literature by filling 
the research gap and providing valuable insights into the 
utilization of ensemble techniques and MVCNN architecture 
for echocardiogram video analysis.

Proposed new method for high accuracy: Multi-view 
convolutional neural networks
To further improve the accuracy of classifying heart 
diseases based on echocardiogram videos, we proposed 
novel techniques to use Multi-view Convolutional Neural 
Networks. MVCNN involves processing the echocardiogram 
videos from multiple perspectives or views to capture a more 
comprehensive representation of the heart’s condition (Li et 
al., 2020). The proposed MVCNN model is shown in Figure 
3. The MVCNN architecture consists of multiple streams, 
each processing a different view of the echocardiogram 
video. By leveraging this multi-view approach, we aim to 
capture a more detailed and robust understanding of the 
heart’s structural and functional characteristics, leading 
to enhanced accuracy in disease classification. Moreover, 
the combination of MVCNN with transfer learning and 
ensemble methods can further strengthen the classification 
process, ultimately leading to even higher accuracy 
rates in distinguishing different heart diseases based on 
echocardiogram videos (Kang et al., 2017).

Ensemble Methods and MVCNN
The use of Integration techniques played an important 
role in improvising the overall predictive performance and 
robustness of the classification process in the proposed 
architecture. By aggregating the predictions or feature 
representations of the individual models, ensemble 
methods such as bagging or boosting enhance the 

accuracy and reliability of the classification. The multi-view 
approach of MVCNN enables the simultaneous processing 
of different perspectives or views of the echocardiogram 
videos, providing a holistic understanding of the heart’s 
structure and function. This comprehensive representation 
is achieved by extracting features from distinct views of the 
video and combining them to capture a more thorough 
representation of the cardiac images. Ensemble methods 
and MVCNN work in tandem to leverage the strengths of 
different models and perspectives, ultimately contributing 
to the remarkable improvement in accuracy and reliability 
achieved through the integrated approach.

With the combination of transfer learning, ensemble 
methods, and MVCNN, the proposed architecture represents 
a powerful and innovative approach to accurately 
identifying and classifying various heart diseases based 
on echocardiogram videos, ultimately contributing to 
advancements in medical diagnoses and patient care in the 
field of cardiac imaging. Using transfer learning with VGG19, 
Densenet201, and Inceptionv3 models, we can extract 
pre-trained features from the echocardiogram videos and 
then train the classification model on those features. This 
approach allows us to utilize the knowledge and expertise 
learned from large-scale image datasets to enhance the 
classification accuracy of echocardiogram videos. By 
leveraging the pre-trained weights and architectures of 
VGG19, Densenet201, and Inceptionv3 models, we can 
expedite the model training process while maintaining high 
accuracy and robustness in classification. The use of transfer 
learning architecture like Vgg19, Densenet201, InceptionV3 
and along with the integration of MVCNN architecture for the 
classification of echocardiogram videos (Ouyang et al., 2020, 
Reshan et al., 2023). In our proposed architecture, we aim to 
integrate multi-view convolutional neural networks with 
the transfer learning process using VGG19, Densenet201, 

Figure 3: Proposed MVCNN model
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and Inceptionv3 models. The MVCNN architecture will 
consist of multiple streams, each dedicated to processing 
echocardiogram videos from different perspectives or views. 

Main Contributions of MVCNN with an Ensembled 
model are defined as follows
The main contributions of the research using ensemble 
and MVCNN architecture in the context of transfer learning 
for echocardiogram video analysis can be summarized 
as follows: 1. The implementation of transfer learning 
using VGG19, Densenet201, and Inceptionv3 models for 
classification on echocardiogram videos. 
• The utilization of ensemble techniques to combine the 

predictions from multiple base models, such as VGG19, 
Densenet201, and Inceptionv3, to improve the overall 
classification performance achieving an accuracy of 
98.09%.

• The use of MVCNN architecture to leverage multiple 
views or frames from echocardiogram videos for better 
classification accuracy. 

• The evaluation of the proposed transfer learning 
approach using metrics such as accuracy, precision, 
recall, F1-measure, and AUC to assess its performance 
and effectiveness in classifying different heart diseases 
using echocardiogram videos.

• The comparison of the transfer learning approach with 
traditional machine learning methods highlights the 
advantages and benefits of using pre-trained models 
for echocardiogram video analysis. 

• The investigation and analysis of specific types of 
classification errors that occur with the integrated 
approach using confusion matrix analysis.

Integration of Ensemble Methods like VGG19, 
DenseNet201, Inception V3 and MVCNN
Ensemble methods play a crucial role in improving the 
overall predictive performance and robustness of the 
classification process in the proposed architecture. By 
aggregating the predictions or feature representations of 

the individual models, ensemble methods such as bagging 
or boosting enhance the accuracy and reliability of the 
classification. The multi-view approach of MVCNN enables 
the simultaneous processing of different perspectives or 
views of the echocardiogram videos, providing a holistic 
understanding of the heart’s structure and function. This 
comprehensive representation is achieved by extracting 
features from distinct views of the video and combining 
them to capture a more thorough representation of the 
cardiac images (Priya et al., 2021, Yang et al., 2021). Ensemble 
methods and MVCNN work in tandem to leverage the 
strengths of different models and perspectives, ultimately 
contributing to the remarkable improvement in accuracy 
and reliability achieved through the integrated approach 
(Howard et al., 2020).

With the combination of transfer learning, ensemble 
methods, and MVCNN, the proposed architecture represents 
a powerful and innovative approach to accurately 
identifying and classifying various heart diseases based 
on echocardiogram videos, ultimately contributing to 
advancements in medical diagnoses and patient care in 
the field of cardiac imaging (Ravishankar et al., 2017). Using 
transfer learning with VGG19, Densenet201, and Inceptionv3 
models, we can extract pre-trained features from the 
echocardiogram videos and then train the classification 
model on those features. This approach allows us to utilize 
the knowledge and expertise learned from large-scale 
image datasets to improve the classification accuracy of 
echocardiogram videos. By leveraging the pre-trained 
weights and architectures of VGG19, Densenet201, and 
Inceptionv3 models, we can expedite the model training 
process while maintaining high accuracy and robustness 
in classification. The use of transfer learning with VGG19, 
Densenet201, and Inceptionv3 models in the classification 
of echocardiogram videos (Ambikapathy & Krishnamurthy, 
2024). In our proposed architecture, we aim to integrate 
multi-view convolutional neural networks with the transfer 
learning process using VGG19, Densenet201, and Inceptionv3 

Figure 4: 3D-Convolutional layer
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models. The MVCNN architecture will consist of multiple 
streams, each dedicated to processing echocardiogram 
videos from different perspectives or views. 

Steps for Integration of Ensemble method and 
MVCNN architecture
The integration of transfer learning with VGG19, 
Densenet201, and Inceptionv3 models in the classification 
of echocardiogram videos

Input layer
The multi-view convolutional neural network starts with an 
input layer for receiving the preprocessed echocardiogram 
videos. Each video contains multiple views captured from 
different angles or perspectives.

Convolutional layers
Following the input layer, multiple parallel branches 
are employed, with each branch containing a set of 3D 
convolutional layers. These layers analyze the features 
extracted from the different views of the echocardiogram 
videos, enabling the network to capture detailed structural 
and functional characteristics of the heart from various 
perspectives (Khened et al., 2019). The 3D-Convolutional 
layer is shown in Figure 4.

Activation function
Within the 3D convolutional layers, commonly used 
activation functions are Rectified Linear Unit or Leaky 
ReLU are applied to introduce non-linearity and enable the 
network to learn complex patterns and features from the 
input data. The activation function enhances the flexibility 
and expressive power of the model, thereby improving its 
ability to perform accurate classification.
[ Z^{[l]} = f(X * W^{[l]} + b^{[l]}) \]
Where:
(Z^{[l]}) is the output of the l-th convolutional layer
(X\) is the input data matrix
(W^{[l]} \) is the filter (weight) matrix for the l-th layer
(b^{[l]} \) is the bias vector for the l-th layer
(f \) is the activation function

Pooling layers
Pooling layers, such as max pooling or average pooling, are 
utilized to down-sample the feature maps obtained from the 
convolutional layers. This reduces the spatial dimensions of 
the features while retaining the most salient information, 
aiding in feature extraction and subsequent classification 
(Yadav & Jadhav, 2019).

Fully connected layers
Following the convolutional and pooling layers, fully 
connected layers are introduced to analyze the extracted 
features and make conclusive classifications. The quantity 
of neurons in these fully connected layers aligns with the 
number of classes for heart disease classification, with 

appropriate activation functions, such as softmax, applied 
to produce probability distributions over the classes (Zhang 
et al., 2018).

Output layer
The output layer delivers the ultimate classification 
outcomes, where each neuron corresponds to a distinct 
heart disease class, following the proposed model (0 for 
arrhythmia, 1 for normal cardiac function, and 2 for low 
ejection fraction).

Loss function and optimization
For training the MVCNN architecture, an appropriate loss 
function, such as categorical cross-entropy, is utilized to 
assess the difference between predicted and actual class 
labels. Furthermore, optimization algorithms like Adam or 
RMSprop are employed to minimize this loss, facilitating 
the adjustment of the network’s parameters during training 
and consequently enhancing classification accuracy. The 
integration of the multi-view approach within MVCNN, 
along with transfer learning from VGG19, Densenet201, and 
Inceptionv3 models, proves to be a powerful combination. 
This allows the architecture to effectively capture diverse 
visual characteristics and perspectives, leading to improved 
accuracy and reliability in the classification of heart 
diseases from echocardiogram videos. # Mathematical 
Model for Integration of MVCNN with Transfer Learning. 
The integration of the multi-view convolutional neural 
network with transfer learning using VGG19, Densenet201, 
and Inceptionv3 models involves a series of mathematical 
operations and functions to effectively capture diverse visual 
characteristics and perspectives, ultimately enhancing the 
accuracy and reliability of heart disease classification in 
echocardiogram videos (Yu et al., 2017).

An accuracy of 87.02% has been achieved by using 
the VGG19 model in echocardiogram video classification, 
while the Densenet201 model attained an accuracy of 
89.09%, and the Inceptionv3 model reached an accuracy of 
85.06%. Additionally, precision, recall, Matthews Correlation 
Coefficient (MCC), F1-measure, specificity, ROC curve, 
and AUC score were computed to offer a comprehensive 
assessment of the models’ performance. The results 
indicated that all three models (VGG19, Densenet201, and 
Inceptionv3) demonstrated notable accuracy in classifying 
echocardiogram videos, with VGG19 achieving the highest 
accuracy. These findings suggest that employing transfer 
learning with VGG19, Densenet201, and Inceptionv3 
models proves effective in extracting relevant features from 
echocardiogram videos and accurately classifying them.

The integration of ensemble techniques, including 
model averaging and majority voting, further enhanced 
the classification accuracy by combining the predictions 
of multiple pre-trained models. The ensemble models 
demonstrated improved performance compared to 
individual models, showcasing the effectiveness of 



3241 Heart disease classification using echocardiogram videos

leveraging collective insights from various pre-trained 
models. The experimental results demonstrated that the 
ensemble models, formed by combining the predictions 
of VGG19, Densenet201, and Inceptionv3, achieved an 
accuracy of 98.09%. This significant improvement in 
accuracy underscores the impact of ensemble techniques 
in enhancing the classif ication of echocardiogram 
videos, particularly in capturing a more comprehensive 
understanding of diverse cardiac conditions.

Furthermore, the precision, recall, MCC, F1-measure, 
specificity, ROC curve, and AUC score were calculated 
to provide a thorough analysis of the ensemble models’ 
performance. The results indicated that the ensemble 
models exhibited superior performance across multiple 
evaluation metrics, substantiating their efficacy in accurately 
classifying echocardiogram videos. Overall, the integration 
of ensemble techniques, in conjunction with the MVCNN 
architecture and the utilization of pre-trained models, 
has led to a substantial improvement in the precision and 
effectiveness of classifying echocardiogram videos, thereby 
contributing to advancements in the field of cardiac imaging 
and diagnosis.

Performance Evaluation Metrics
Our proposed method achieves a precision rate of 
98.15%, a recall rate of 97.95%, and an F1 score of 98.05%. 
These metrics underscore the model’s notable precision, 
signifying that its positive predictions are highly reliable. 
The recall value indicates the model’s success in identifying 
a substantial proportion of true positive cases. The F1 
score, representing the harmonic mean of precision and 
recall, conveys the overall effectiveness of our model in 
classifying heart diseases from echocardiogram videos. After 
implementing the novel integration of MVCNN (pre-trained 
convolutional neural network models VGG19, Densenet201, 
and Inceptionv3) with ensemble methods, we observed 
a significant improvement in the evaluation metrics for 
classifying heart diseases using echocardiogram videos.

The precision increased by 3%, from 95% to 98%, 
indicating a better ability to accurately identify true positive 
cases while minimizing false positives. The recall saw a 
noticeable improvement of 5%, rising from 92% to 97%, 
showing the model’s enhanced capability to capture a 
higher proportion of actual positive cases. Furthermore, 
the F1 score, which considers both precision and recall, 
showed a 4% improvement, increasing from 93 to 97%. 
Overall, integrating advanced deep learning models with 
ensemble methods led to a substantial enhancement in 
the precision, recall, and F1 score for the classification of 
heart diseases using echocardiogram videos. Employing the 
novel approach, we achieved an impressive accuracy rate 
of 98.09% in classifying heart diseases and distinguishing 
between arrhythmia, low ejection fraction, and normal 
cardiac function. 

To calculate performance metrics, the following 
formulas were used
• Precision is determined by the formula TP / (TP + FP), 

where TP is true positive and FP is false positive.
• Recall is computed using the equation TP / (TP + FN), 

where TP is true positive and FN is false negative.
• Accuracy is calculated as (TP + TN) / (TP + TN + FP + FN), 

considering true positives (TP), true negatives (TN), false 
positives (FP), and false negatives (FN).

• Matthews Correlation Coefficient (MCC) is derived from 
the formula (TP * TN - FP * FN) / sqrt ((TP + FP) * (TP + 
FN) * (TN + FP) * (TN + FN)).

• F1-measure is obtained through the formula 2 * 
(Precision * Recall) / (Precision + Recall), where Precision 
and Recall are computed as mentioned earlier.

• Specificity is determined by TN / (TN + FP), where TN is 
true negatives and FP is false positives.

AUC score represents the area under the curve in the 
receiver operating characteristic (ROC) curve, providing 
an overall measure of the model’s ability to discriminate 
between classes. Incorporating these formulas allowed for 
a comprehensive evaluation of the models’ performance 
across various metrics, providing valuable insights into 
their classification accuracy and effectiveness in analyzing 
echocardiogram videos. After evaluating the performance 
of VGG19, Densenet201, and Inceptionv3 models on 
echocardiogram videos, it was found that the ensemble 
models.

Experimental Results and Discussion

The VGG19 model
This played a significant role in achieving an accuracy of 
87% in classifying echocardiogram videos. The precision, 
recall, Matthew’s correlation coefficient, F1-measure, 
specificity, ROC curve, and the area under the curve score 
were calculated to comprehensively assess the model’s 
performance. The VGG19 model’s AUC score indicated its 
robust ability to discriminate between positive and negative 
cases, further substantiating its efficacy in accurately 
classifying echocardiogram videos19 performance 
evaluation. The performance metrics of VGG19 are shown 
in Figure 5.

DenseNet201 Performance Evaluation
The Densenet201 model demonstrated exceptional 
performance in classifying echocardiogram videos, 

Table 1: Performance metrics evaluation integration with MVCNN 
architecture

Model Accuracy (%) Precision Recall F1-score

VGG19 98.5 0.975 0.972 0.973

DenseNet201 97.8 0.982 0.968 0.975

InceptionV3 97.2 0.965 0.978 0.972
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Figure 5: Performance metrics of VGG19

Figure 6: Performance metrics of Densenet201

Figure 7: Performance metrics of InceptionV3

Figure 8: Comparison graph of our model

achieving an impressive accuracy of 89%. The model’s 
precision, recall, MCC, F1-measure, specificity, ROC curve, and 
AUC score were evaluated to assess its overall performance 
in classification. These performance metrics indicated that 
the Densenet201 model exhibited high precision, recall, 
and F1-measure values, indicating its ability to accurately 
classifying. The performance metrics of Densenet201 are 
shown in Figure 6.

InceptionV3 Model
The Inceptionv3 model demonstrated exceptional 
accuracy, achieving an impressive 85% in the classification 
of echocardiogram videos. To comprehensively evaluate 
its overall performance, precision, recall, Matthews 
correlation coefficient (MCC), F1-measure, specificity, ROC 
curve, and AUC score were assessed. The evaluation of 
these performance metrics revealed that the Inceptionv3 
model displayed elevated precision, recall, and F1-measure 
values. The performance metrics of InceptionV3 are shown 
in Figure 7.

Integration of Ensemble and MVCNN
Overall, the integration of ensemble techniques, in 
conjunction with the MVCNN architecture and the 
utilization of pre-trained models, has led to a substantial 
improvement in the precision and effectiveness of 
classifying echocardiogram videos, thereby contributing 
significantly to advancements in the field of cardiac imaging 
and diagnosis. Comparison graph of our model is shown in 
Figure 8.

Confusion Matrix VGG19 Model
The confusion matrix associated with the VGG19 model is a 
valuable tool for evaluating its classification performance. 
It takes the form of a 2x2 matrix detailing the counts of true 
positive, true negative, false positive, and false negative 
predictions made by the model. True positive and true 
negative values signify correctly identified positive and 
negative instances, while false positive and false negative 
values represent instances of misclassification. When applied 
to the classification of echocardiogram videos, the VGG19 
model’s confusion matrix becomes pivotal in assessing its 
accuracy and error rates. This matrix facilitates a thorough 
analysis, allowing for the calculation of precision, recall, 
and F1-score. This analytical approach provides nuanced 
insights into the model’s proficiency in accurately classifying 
instances within the specified domain. The confusion matrix 
vgg19 is shown in Figure 9.

Densenet201 Model
Similarly, the confusion matrix for the Densenet201 model 
offers a detailed breakdown of its classification outcomes. 
It enables the evaluation of the model’s predictive accuracy 
and error rates, thereby facilitating the calculation of 
precision, recall, and F1 scores. By examining the confusion 
matrix, the Densenet201 model’s performance in classifying 
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echocardiogram videos can be thoroughly assessed. The 
confusion matrix DenseNet201 is shown in Figure 10.

Inceptionv3 Model
The confusion matrix generated for the Inceptionv3 model 
presents a holistic summary of its classification performance. 
It allows for the calculation of precision, recall, and F1-score, 
which are essential metrics for evaluating the model’s 
effectiveness in classifying echocardiogram videos. The 
confusion matrix InceptionV3 is shown in Figure 11.

MVCNN Architecture Ensemble model confusion 
Matrix
In the context of the integrated approach using the MVCNN 
architecture, the confusion matrix serves as a crucial tool 
for assessing the collective classification capabilities of the 
ensemble models. It enables the comparison of the combined 
performance of VGG19, Densenet201, and Inceptionv3 
within the MVCNN architecture, highlighting the overall 
classification accuracy and error rates achieved through 
the ensemble approach. By analyzing the confusion matrix 
for the integrated approach, a comprehensive evaluation 
of the ensemble models’ classification performance can 
be conducted. The precision, recall, and F1-score for the 
ensemble approach can be derived from the confusion 

matrix, shedding light on the collective effectiveness of the 
MVCNN architecture in classifying echocardiogram videos. 
The ensemble confusion matrix is shown in Figure 12.

ROC Curve of VGG19 Model
The ROC curve of the VGG19 model visually depicts its 
true positive rate (sensitivity) plotted against the false 
positive rate (1-specificity) at different threshold values. 
This graphical representation illustrates the model’s 
effectiveness in distinguishing between positive and 
negative instances, and a more pronounced curve suggests 
a greater discriminatory capability. By analyzing the ROC 
curve for the VGG19 model, the AUC score can be derived, 
further quantifying its discriminatory performance. The Roc 
curve for VGG19 is shown in Figure 13.

Densenet201 Model
Similarly, the ROC curve for the DenseNET201 model offers 
insights into its discriminatory abilities. It portrays the 
trade-off between sensitivity and specificity, allowing for 
the assessment of the model’s classification performance 
across different decision thresholds. The AUC score derived 
from the ROC curve provides a measure of the Densenet201 
model’s overall discriminative capability. The ROC curve for 
DenseNET201 is shown in Figure 14.

Inceptionv3 Model
The ROC curve for the Inceptionv3 model serves as a valuable 
tool for evaluating its capability to differentiate between 
negative and positive cases. By examining the curve and 
calculating the AUC score, the efficiency of Inceptionv3 in 
classification can be quantified, providing a comprehensive 
understanding of its discriminative performance. The ROC 
curve for InceptionV3 is shown in Figure 15.

MVCNN Architecture
In the context of the integrated approach utilizing the 
MVCNN architecture and the ensemble models, the ROC 
curve offers a collective visualization of the discriminative 

Figure 9: Confusion matrix vgg19

Figure 10: Confusion matrix DenseNet201

Figure 11: Confusion matrix InceptionV3
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Figure 12: Ensemble confusion matrix

Figure 13: ROC curve for VGG19

Figure 14: Roc curve for DenseNET201

Figure 15: ROC curve for InceptionV3

capabilities of VGG19, Densenet201, and Inceptionv3. This 
curve showcases the combined discriminatory power of 
the ensemble models and enables the calculation of the 
overall AUC score, reflecting the integrated discriminative 
performance within the MVCNN architecture. The Roc curve 
for an ensemble of MVCNN is shown in Figure 16.

By analyzing the ROC curve for the integrated approach, 
a comprehensive evaluation of the ensemble models’ 
collective discriminative performance can be conducted, 
offering valuable insights into the effectiveness of the MVCNN 
architecture in accurately classifying echocardiogram 
videos. In summary, the VGG19, Densenet201, and 
Inceptionv3 models are utilized in transfer learning for the 
classification of echocardiogram videos. The ROC curves 
and AUC scores for each model (VGG19, Densenet201, 
Inceptionv3) as well as the integrated approach using the 
MVCNN architecture, provide a comprehensive evaluation 
of their discriminative capabilities. These evaluations are 
important in finding the efficiency of the framework in 
accurately classifying echocardiogram videos and can aid 
in selecting the important framework for accomplishing the 
given research task.

Figure 16: Roc curve for ensembled of MVCNN

Conclusion
In conclusion, the research has demonstrated the 
effectiveness of utilizing VGG19, Densenet201, and 
Inceptionv3 models in a transfer learning approach 
for the classification of echocardiogram videos. The 
comprehensive evaluation of these models using confusion 
matrices and ROC curves, along with the calculation of 
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performance metrics, has provided valuable insights into 
their individual and collective capabilities in accurately 
classifying echocardiogram videos. The results show that 
the integration of ensemble techniques, particularly within 
the MVCNN architecture, has led to an overall enhancement 
in the classification accuracy of echocardiogram videos. 
Furthermore, the discriminative performance of the 
ensemble models has contributed to advancements in the 
field of cardiac imaging and diagnosis, offering potential 
benefits for clinical application.
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