
Abstract
Network environments become more and more diverse with the presence of many different network protocols, services, applications 
and so on. With this diversity, many different types of attacks appear and target a computer or a network every day. A single type of 
intrusion detection system (IDSs), which has its own advantages and disadvantages, seems to be insufficient to detect all the attacks. 
Since we don’t know which types of attacks are coming next, the primary difficulty lies in selecting the best IDS at a certain time. In our 
scenario, we assume that each IDS has its own favorite types of attacks to detect. This paper investigates for intrusion detection system 
(IDS) and its performance has been evaluated on the normal and abnormal intrusion datasets (KDDCUP99). A new technique of k-NN 
algorithm using NA (Network Anomaly) rules for intrusion detection systems is experimented. The research work compares the accuracy, 
detection rate, false alarm rate and accuracy of other attacks under different proportions of normal information. A comparison between 
Naive Bayes classifier, SVM and NA-kNN for the same training data set and testing data set has been carried out. Experimental results 
show that for Probe, U2R, and R2L, NA-kNN gives better results. Overall correct count to detect correct attacks is larger in NA-kNN than 
other classifier algorithms.
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Introduction
Network security plays a very important role in today’s web-
enabled world. In 21st century, network traffic has increased 
because of enormous growth in online users and their online 
communication (Singh, K. K. et al., 2004). Number of security 
attacks has increased with the increase in internet users. 
The frequency and severity of such attacks have shown a 
great impact on network performance (Kruegel, C. et al., 
2005). Thus, it can be safely argued that despite the variety 
of existing protection methods described in the literature in 
recent years, including peripheral protection mechanisms 
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and various authentication and access control techniques, 
integral protection against intrusions cannot be achieved 
(Wang, W. et al. 2006). One of the way-out to solve this 
problem is by using an intrusion detection system (IDS). 
The main function of IDS is distinguishing and predicting 
normal or abnormal behaviors. An IDS gathers and analyzes 
information from various sources within computers and 
networks to identify suspicious activities that attempt to 
illegally access, manipulate, and disable computer systems. 
In olden times the concept of intrusion detection appeared 
in the late 1970s (Jones, A. et al., 2000). Anderson was the first 
author who had written the first research paper, Computer 
Security Threat Monitoring and Surveillance (Anderson, J. P. 
et al., 1980) on Intrusion Detection. Any attempt, successful 
or unsuccessful, to compromise the confidentiality, 
integrity and availability of any information resource or 
the information itself is considered a security threat or an 
intrusion (Kruegel, C. et al., 2005), (Mukherjee B. et al., 1994).

In 1987, intrusion detection technology became a well-
established research area after Denning’s seminal paper 
(Denning, D. E. et al., 1987). Since then, a notable amount 
of IDPS research has been carried out. Currently, the two 
basic methods of intrusion detection (analytical method) are 
signature-based and anomaly-based (Denning, D. E. et al., 
1987). The signature-based method (Chebrolu, S. et al., 2005), 
(Lee, W. et al., 2000), also known as misuse detection (Roech 
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1999), looks for a specific signature to match, signaling an 
intrusion. This approach is similar to the way of detecting 
viruses in many anti-virus applications. A set of patterns 
of known attacks is necessary to be built in advance for 
further detection. They can detect many or all known attack 
patterns, but the weakness of signature-based intrusion 
detection systems is the incapability of identifying new 
types of attacks or variations of known attacks.

Machine learning techniques classification is based 
on the input of training data into three types: supervised, 
unsupervised and semi-supervised. In unsupervised 
learning, the input examples are not class labeled. In 
supervised learning, the labeled examples are used in the 
training dataset. Expert labeling of the data is very expensive, 
though there is a huge amount of network and host data 
available. Semi-supervised learning methods can make 
use of unlabeled examples in addition to labeled ones. 
Semi-supervised learning methods require a small quantity 
of labeled data while still taking advantage of the large 
quantities of unlabeled data. In the classification phase, the 
built model or trained classifier is applied to assign the test 
pattern to one of the pattern classes under consideration of 
the selected attributes from the training phase. Due to the 
efficiency of the automatic learning techniques, the machine-
learning-based intrusion detection systems (ML-IDSs) allow 
quickly the attacks while demanding much less manual work. 
Because of this reason, the approach is becoming more and 
more important for computer security (Maloof, M. A. 2005), 
especially when the huge amount of network data that needs 
to be analyzed by intrusion detection systems is increasing 
rapidly. However, the ML-IDSs are mostly not being used in 
practice for information security systems.

The ultimate goal of this research is the definition of 
an advanced anomaly-driven IDS framework for networks. 
Such a framework would be capable of detecting new types 
of attacks. Towards this aim, in the context of this thesis, 
we explore, propose and evaluate new machine learning 
approaches and characteristics that enhance network 
security. To do so, supervised learning, semi-supervised 
learning and real-time IDS-based detection methods are 
used in an effort to detect an attack. This allowed us to 
identify anomaly patterns of activities that deviate from a 
given pre-defined normal profile. 

Also, an important aspect of the current research is to 
explore and understand how new network security threats 
are able to shape themselves into attacks that seek to 
compromise fundamental principles of user security and 
privacy. This knowledge has been used to create proper 
security mechanisms for the network using machine 
learning techniques and further test them thoroughly. 

Related Work
A statistical anomaly-based IDS finds out normal network 
activity like what sort of bandwidth is generally used, what 

protocols are used, and what ports and devices generally 
connect to each other and aware the administrator or user 
when traffic is detected that is anomalous (not normal) 
(Denning, D. E. et al., 1985), (Ye, N. et al., 2002). It is again 
categorized into univariate, multivariate and time series 
models. Univariate model parameters are modeled as 
independent Gaussian random variables, thus defining 
an acceptable range of values for every variable. The 
multivariate model considers the correlation between two 
or more variables. The time series model uses an interval 
timer, together with an event counter or resource measure 
and takes into account the order and inter-arrival times 
of observations and their values, which are labeled as 
anomalies if its probability of occurrence is too low at a 
given time.

Knowledge-based stores information about a subject 
domain. Information in knowledge-based contains symbolic 
representations of the expert’s rules of judgment in a format 
that allow the inference engine to perform deduction upon 
it. The expert system approach is one of the most widely 
used knowledge-based IDS schemes. Knowledge-based 
techniques are divided into frame-based model, rule-based 
models and expert systems. Rule-based is a modified form 
of the grammar-based production rules. Frame based 
model localizes an entire body of expected knowledge 
and actions into a single structure. Expert systems are 
intended to classify the audit data according to a set of 
rules involving three steps. First, different attributes and 
classes are identified from the training data. Second, a set of 
classification rules, parameters, or procedures are deduced. 
Third, the audit data are classified accordingly (Denning, D. 
E. et al., 1985), (Anderson, D. et al., 1995).

Machine learning techniques are based on establishing 
an explicit or implicit model. A singular characteristic 
of these schemes is the need for labeled data to train 
the behavioral model, a procedure that places severe 
demands on resources. In many cases, the applicability of 
machine learning principles coincides with that of statistical 
techniques, although the former is focused on building 
a model that improves its performance on the basis of 
previous results. Hence, machine learning for IDS has the 
ability to change its execution strategy as it acquires new 
information. This feature could make it desirable to use such 
schemes for all situations. 

Presented a framework of NIDS based on a Naive Bayes 
algorithm (Bridges, et al., 2000). The framework builds the 
patterns of the network services over data sets labeled by 
the services. The framework detects attacks in the datasets 
using the Naive Bayes classifier algorithm using the built 
patterns. Compared to the Neural network-based approach, 
their approach achieves a higher detection rate, is less time-
consuming and has a low-cost factor. However, it generates 
somewhat more false positives. A Naive Bayesian network is 
a restricted network that has only two layers and assumes 
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complete independence between the information nodes. 
This poses a limitation of this research work. In order to 
alleviate this problem so as to reduce the false positives, 
active platform or event-based classification may be thought 
of using a Bayesian network. Researchers have designed 
several systems dealing with the problem of false alarms 
in recent years.

Proposed use of Bayesian networks to perform reasoning 
on complementary security evidence, and thus to potentially 
reduce false alert rates (Zhai, Y. et al., 2004).

Proposed System 
Intrusion is a set of actions aimed at compromising the 
security of computer and network components in terms of 
confidentiality, integrity and availability (Heady, R. et al., 1990). 
An inside or outside agent can do this to gain unauthorized 
entry and control of the security mechanism. To protect 
the infrastructure of network systems, intrusion detection 
systems (IDSs) provide well-established mechanisms that 
gather and analyze information from various areas within 
a host or a network to identify possible security breaches. 

Intrusion detection functions include:

Monitoring and analyzing user, system, and network activities
The monitoring and analysis function can be represented as: 

Monitor(U(t),S(t),N(t))=Analyze(U(t),S(t),N(t))

Configuring systems for generation of reports of possible 
vulnerabilities
This function involves configuring systems to detect and 
report potential vulnerabilities based on system parameters 
and network traffic. It can be expressed as:

GenerateReport(S(t),N(t))=Report(S(t),N(t))

Assessing system and file integrity
The function to assess system and file integrity can be 
denoted as:

AssessIntegrity(S(t))=Integrity(s1(t),s2(t),…,sn(t))

Recognizing patterns of typical attacks
This function involves identifying known attack patterns 
within network traffic. It can be represented as:

RecognizeAttacks(N(t))= PatternRecognition(N(t))

Analyzing abnormal activity
This function aims to detect deviations from normal 
behavior in user activities, system configurations, and 
network traffic. It can be expressed as:

Analyze-AbnormalActivity(U(t),S(t),N(t)) = Detect 
Anomalies(U(t),S(t),N(t))

Tracking user policy violations
This function involves monitoring instances where user 
activities violate established security policies. It can be 
denoted as:

TrackPolicyViolations(U(t))=PolicyViolation(U(t))

Methodology
Data Collection Phase 
In the data collection phase, the acquisition of reliable and 
comprehensive datasets is imperative for accurate intrusion 
detection. We denote the datasets utilized in this study as 

and  referring to the KDDCUP99 
and DARPA 99 datasets, respectively. Additionally, to 
simulate real-time intrusion scenarios, a controlled 
laboratory environment was established. The laboratory 
setup facilitated the generation of denial-of-service attacks 
( ) against a victim machine (VM) using tools obtained 
from the internet ( ). It can be expressed as: 

An intrusion detection system (IDS) (IDSvictim) was 
deployed on the victim machine to capture and analyze 
the incoming traffic (Trafficincoming). The IDS system can 
be represented as: IDSvictim (Trafficincoming)

Pre-processing procedures were subsequently applied 
to the collected data (Datacollected) to enhance its 
quality and suitability for analysis. These procedures 
represented symbolically as Pre-processing (Datacollected), 
encompassed data cleaning, normalization, and feature 
extraction techniques.

Data Pre-processing Phase
This phase is responsible for collecting and providing the log 
data in the specified form that the feature extraction phase 
will use. The data preprocessor is, thus, concerned with 
collecting the data from the desired source and converting 
it into a format that is comprehensible by the analyzer. KDD 
Cup99 database has been converted into .arff format. Real-
time traffic has been captured with Wireshark. From the 
packet header, packet size, source address and destination 
address features are extracted. Data Pre-processing Phase 
involves data cleaning, normalization, feature extraction, 
and format conversion.

Cleaning Techniques
To mitigate anomalies and inconsistencies within the 
dataset, various cleaning techniques were applied. Let 
X denote the raw dataset, where each row represents a 
network event and each column corresponds to a specific 
feature. The cleaning process involved identifying and 
handling missing values M, outliers O, and duplicate records 
D. This can be expressed as:

Normalization Methods
Normalization ensures uniformity and comparability across 
different features. Let Xi represent the ith feature vector of X. 
Common normalization techniques such as min-max scaling 
and z-score normalization were applied:
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Feature Extraction
Feature extraction aimed to distill relevant information from 
the raw data. Let F represent the extracted feature matrix 
obtained through algorithms such as packet parsing and 
principal component analysis (PCA). The feature extraction 
process can be formulated as:

F=f(X)

Format Conversion
The KDD Cup99 dataset was transformed into the .arff 
format for compatibility with machine learning algorithms. 
Let XKDD denote the original dataset and Xarff represent 
the converted dataset:

Diagnosis and Analysis Phase 
The analysis of the intrusion detector phase is the core 
component that analyzes the traffic patterns to detect 
attacks. This is a critical component and one of the most 
researched phases. Here, supervised learning, semi-
supervised learning and Real-time detection approaches 
have been used as intrusion detectors. The capability of the 
analyzer to detect an attack often determines the strength 
of the overall IDS.

Post Processing and Expected Alarm class
This phase controls the mechanism to react and determines 
the best way to respond when the analyzer detects an attack. 
The system either raises an alert without taking any action 
against the source or blocks the source for a pre-defined 
period of time. This action depends upon the security policy 
that is pre-defined in the IDS. Issues to validate whether 
the predictions made is correct and related to the actual 
behavior of IDS implementations is the real challenge. A 
systematic and complete validation would require that the 
predictions made by the approach are compared with the 
behavior of actual IDS implementations. Such an activity 
would represent an enormous challenge and precisely 
exemplify the problem that the work attempts to address. 
It would be required that one or several rather complex 
environments be built such that IDS can be analyzed under 
different conditions. However, the most challenging aspect 
of any such undertaking of validation would be the number 
and diversity of individual tests to be executed.

Evaluation Metrics 
The confusion matrix is a ranking method that can be 
applied to any kind of classification problem. The size of 
this matrix depends on the number of distinct classes to 
be detected. The aim is to compare the actual class labels 
against the predicted ones. The diagonal represents correct 
classification. The confusion matrix for intrusion detection 
is defined as a 2-by-2 matrix since there are only two classes 
known as intrusion and normal [Ghorbani, A. A. et al. 2009], 
[Dokas, P. et al. 2002], [Weiss, S. M. et al. 2003]. Thus, the TNs 

and TPs that represent the correctly predicted cases lie on 
the matrix diagonal, while the FNs and FPs are on the right 
and left sides. As a side effect of creating the confusion 
matrix, all four values are displayed in a way that the relation 
between them can be easily understood.

Experimental Results

Dataset used for experiments 
KDDCup99 dataset is widely used in the experiment of IDS as 
it provides the basis for comparison of different approaches 
that require large datasets (KDDCup99 1999), (Stolfo S. 
J. et al., 2000). In the 1998 DARPA cyber-attack detection 
evaluation program, an environment (I. S. T. G. MIT Lincoln 
Lab 2009) was set up to acquire raw TCP/IP dump data for 
a network by simulating a typical U. S. Air Force LAN. The 
LAN was operated like a true environment but being blasted 
with multiple attacks. For each TCP/IP connection, 41 various 
quantitative (continuous data type) and qualitative (discrete 
data type) features were extracted among 41 features; 34 
features are numeric and seven features are symbolic. The 
data contains 24 attack types that could be classified into 
the following four main categories (Table 1):

NA-KNN Algorithm

k value
k value determines the number of nearest neighbors from 
feature space used to classify a given packet. 

Distance Measure Formula
This is a formula to calculate the distance between a given 
packet and other packets (entities) from feature space. The 
following distance parameters have been considered to 
determine the accuracy of IDS by NA-kNN as the Manhattan 
distance formula. Using these parameters are determined 
to reduce False Alarm Rate in Intrusion Detection

Results
Initially, results of the SVM, Naive Bayes classifier and 
NA-kNN are compared and experimental results show that 
ADU-kNN gives better results for Probe, U2R and R2L. The 
results of NA-kNN algorithm for various values of k and 
distance calculation formulae are compared. After analyzing 

Table 1: Dataset specifications

Class Class Name No. of Instances

0 Normal 3973

1 Probe 164

2 DOS 15984

3 U2R 4

4 R2L 39
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different combinatorial models, it is found that the proposed 
algorithm performs better than other models. It is observed 
that in NA-kNN model, the increase in the power of distance 
calculation formulae accuracy increases (Figure 1). 

Considering the limit of machines for calculation of the 
maximum limit of power for a huge number of packets, 
they are limited up to Manhattan distance. Hence, NA-KNN 
with Manhattan Distance Formula gives better results. This 
method gives 99.85% correct result for overall input, for 
Probe-99.43% detection rate, DOS-99.54% detection rate, 
U2R-99% detection rate, and R2L-99% detection rate.

Figure 2 and Table 2 illustrates the performance 
evaluation of intrusion detection algorithms, including 
KNN, Naïve Bayes, SVM, and NA-KNN, across various 
metrics such as true negative rate (TNR), true positive rate 
(TPR), false positive rate (FPR), false negative rate (FNR), 
and accuracy (ACC). The chart highlights that NA-KNN 
consistently outperforms other algorithms across most 
metrics, with notably high TNR and TPR scores and low FPR 
and FNR scores. Naïve Bayes also demonstrates competitive 
performance, particularly in terms of accuracy. Conversely, 
SVM exhibits lower TNR and TPR rates compared to the other 

Figure 1: Proposed architecture

Table 2: Performance evaluation of proposed system

Algorithm Metrics Probe DOS U2R R2L

KNN

TNR 0.9924 0.9715 0.9708 0.9685

TPR 0.9880 0.9955 0.9968 0.9959

FPR 0.0076 0.0285 0.0292 0.0317

FNR 0.0120 0.0045 0.0032 0.0041

ACC 0.9889 0.9855 0.9917 0.9904

Naïve 
Bayes

TNR 0.9745 0.9546 0.9524  0.9517 

TPR 0.9952 0.9929 0.9932 0.9950

FPR 0.0255 0.0454 0.0476 0.0483

FNR 0.0048 0.0071 0.0068 0.0050

ACC 0.9912 0.9855 0.9852 0.9865

SVM

TNR 0.9655 0.9474 0.9456 0.9441

TPR 0.9923 0.9871 0.9937 0.9938

FPR 0.0345 0.0526 0.0544 0.0559

FNR 0.0077 0.0129 0.0036 0.0062

ACC 0.9870 0.9859 0.9806 0.9840

NA-KNN

TNR 0.9947 0.9945 0.9909 0.9947

TPR 0.9945 0.9956 0.9970 0.9969

FPR 0.0053 0.0051 0.0091 0.0053

FNR 0.7155 0.0044 0.003 0.0031

ACC 0.9943 0.9954 0.9958 0.9964

algorithms. Overall, the chart emphasizes the effectiveness 
of NA-KNN, suggesting its suitability for intrusion detection 
tasks.

Conclusion
A new technique is investigated for intrusion detection 
system (IDS) and its performance has been evaluated on 
the normal and abnormal intrusion datasets. In this thesis, a 
new technique of NA-kNN algorithm for intrusion detection 
system is experimented. From the experimental results, 
it is seen that by using this new technique, normal and 
abnormal intrusion datasets could be correctly detected 
with 99.64% by the Manhattan distance formula. The 
results indicate that the data classification method has a 
significant impact on classification accuracy. The data used 
in this study was created from a limited set of programs in a 
single environment. The dataset can be expanded to include 
more variations in settings and to include more programs/
processes within the Linux operating system to enable and 
to generalize the results for a broader set of parameters.
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