
Abstract
Due to the increasing volume of data, the importance of data analysis systems has become more critical. An intrusion detection system is 
a type of software that monitors and analyzes the data collected by a network or system. Due to the increasing volume of data collected 
in the medical field, it has become harder for traditional methods to detect unauthorized access and manipulation of the data. To advance 
the efficiency of big data analysis, various techniques are used in IDS. This paper proposes a method that combines the deep learning 
network and proposed optimization algorithm. The goal of this paper is to develop a classification model that takes into account the 
hidden layer nodes of the DBN and then implement a PSO algorithm to improve its structure. The results of the simulations show that 
the Spark-DBN-PSO algorithm achieves a 99.04% accuracy rate, which is higher than the accuracy of other deep neural network (DNN) 
and artificial neural network (ANN) algorithms. The results of the research demonstrate that the proposed methodology performs 
superior than the existing algorithm.
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Introduction
The rise of the internet has resulted in the increased use 
of large data sets in the medical field. This has resulted in 
the creation of electronic health records (Hou et al., 2020). 
According to experts, the amount of data that will be 
collected and stored in the medical industry by 2023 will be 
over 35 ZB, which is 44 times higher than the 2009 statistics 
(Ly et al., 2020). The way public health care is delivered has 
gradually transformed as a result of big data. It has resulted 
in the creation of novel pharmaceuticals and treatments that 
are customized to the individual (Swan, 2012). Big data is a 
huge collection of information that can be used to analyze 
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and improve a wide range of situations. It is also referred to 
as a pool of complex data sets. Due to the immense amount 
of data that can be collected and stored in a big data set, 
traditional database systems can’t handle it. Instead, it’s 
generated by various streams (Viji et al., 2017). Due to rapid 
technological development, the amount of data that can be 
collected and stored in a big data set has increased. This has 
raised the importance of securing the data and keeping it 
private (Jain et al., 2016). People must always consider their 
data’s security when it comes to protecting it. This is because 
the information that they share through social media can 
be used to identify them (Tewari et al., 2020). 

Data security is different from data privacy. Privacy is 
about protecting the individual’s data only. This is done 
in the right way (Xu et al., 2014). A security approach 
that focuses on caring for the data that’s collected by an 
organization instead of abusing it for financial gain is called 
data security (Tariq et al., 2020). Due to the complexity of 
big data analytics, it is required that privacy protection 
measures are upgraded to handle the increasing volume 
of data. This section aims to provide an overview of the 
various privacy protection options available in the market 
(Jee et al., 2013). Big data is constantly being spread across 
the globe due to the increasing number of data processing 
and storage systems. Various technologies, such as cloud 
computing and Hadoop map reduction, are being used to 
store and process this massive amount of data (Chen et al., 
2016). Big data is a type of data that is stored and processed 
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in cloud computing. Its privacy is important when it comes 
to handling it (Stergiou et al., 2018). Big data requires massive 
amounts of storage and computation to analyze and 
interpret it properly. Cloud computing is the ideal solution 
for this type of data analysis (Singh et al., 2019). Despite the 
various issues related to data privacy, cloud computing still 
has advantages over traditional methods of computing.

Outsourcing
Outsourced data is a common issue that cloud users face 
when it comes to protecting their privacy. This is because 
they do not have control over the data that they are storing 
(Inukollu et al., 2014).

Multi-tenancy
The sharing of the same storage location among various 
cloud users makes it easy for a third party to access the data 
without any connection to it. This can lead to security issues 
and privacy concerns (Gupta et al., 2022).

Massive Computation
Due to the immense amount of computation that goes into 
managing a massive amount of data, traditional systems 
are not able to protect individual privacy (Rasi et al., 2022).

A hardware or software intrusion detection system 
(IDS) detects and prevents illegal entry to a network or 
system (Othman et al., 2018). When dealing with big data, 
traditional methods of detecting and preventing illegal 
access to a network or system become more complicated 
and ineffective (Najafabadi et al., 2015). The difficulty of 
the data analysis process can prevent an IDS from alerting 
its users immediately. Big data tools and techniques can 
be used to improve the efficiency of IDSs by reducing the 
training time required and the computation requirements 
(Lawal et al., 2020; Singh et al., 2019; Hagar et al., 2020).

The first generation of intrusion detection systems 
were mainly based on a signature that was predefined and 
configured to detect malicious activities. Unfortunately, 
this method is not very effective since attackers can easily 
exploit the database of attack signatures to carry out their 
activities. Machine learning eventually became a useful tool 
for detecting unknown attacks. It can analyze the activities 
of a user based on their normal behavior. Several techniques 
have been developed to improve the detection rate and 
reduce false positives. This review explores the use of various 
hybrid, single, and ensemble ML techniques in intrusion 
detection systems. 

Literature Review
A cloud-based healthcare system was proposed by Rani et al., 
(2019), which would restrict access to data by unauthorized 
users. The system uses a statistical method known as SVM 
to predict the conditions and expected diseases of patients. 
It does so using an ML approach. Chakraborty et al., (2019) 
proposed framework did not perform any benchmark tests 

on the system. Despite the fact that blockchain technology is 
known to be secure, they did not investigate the framework’s 
security features. 

Alabdulatif et al., (2018)developed a system that can 
detect and predict abnormalities in a patient’s vital signs using 
cloud-based technology. The system consists of three main 
blocks: The smart community resident, the cloud storage, and 
the data protection. The former collects and stores the data 
in an encrypted format, while the latter distributes the data 
to other users. The main component of this system is a smart 
prediction model, which can detect abnormal changes in the 
data. This approach does not consider the use of machine 
learning techniques for analyzing the data. 

Tao et al., (2018), introduce a hardware-based approach 
to secure the internet of things (IoT)-based healthcare 
monitoring systems. The proposed solution involves the 
implementation of a secret cipher algorithm on a hardware 
platform. It is designed to provide robust security while 
collecting data. On the KDD 1999 dataset, Zhang et al., (2008) 
offer a security architecture that detects abnormal traffic 
using the RF approach. When it comes to finding anomalies 
in data, the RF approach is 95% accurate. Due to the KDD 
dataset (2007), which is utilized in many competitions, it has 
a 1% false-positive rate.

The following environments may be breaking the users’ 
privacy in big data technology:

During the transmission of data over the internet, the 
information is shared with various external resources. This 
can lead to speculations about the users.

The data trickling occurred during the various phases 
of the data life cycle. In the first, second, and third phases, 
the importance of protecting the privacy of the individual 
is more important than the amount of data collected.

Traditional DBMS techniques are not designed to handle 
the immense amount of data that big data platforms can 
collect. Due to the complexity of the data, high velocity is 
required in order to manage its growth.

Methodology

Proposed Methodology for Intrusion Detection 
This research proposes an efficient and effective intrusion 
detection system that utilizes a deep learning technique 
known as the DBN, as well as a parameter optimization 
technique known as PSO (Figure 1). In the hidden layer 
of the system, the PSO method increases the number of 
nodes, while the RBM network is trained according to the 
top-up approach, which significantly lowers the data’s 
overall dimensionality. The goal of this research is to 
create a resilient and efficient RBM network that eliminates 
redundancy. Through a back-propagation method, the 
network is tuned to ensure that it operates properly.

The detection of anomalous network behavior through 
a DBN method is carried out by storing various forms 
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of network data in the input layer. This type of model is 
made up of RBMs. When utilized in an intrusion detection 
framework, the network’s link weight and neuron bias 
must be trained first. Reverse fine-tuning and unsupervised 
learning are some of the processes used in the training 
phase of the DBN method. Each RBM layer is then trained 
independently to ensure that the collected features are 
kept. The RBM’s input eigenvector is subsequently routed 
to the DBN’s last layer. After that, an entity relationship 
classification training session is done under supervision. 
Each RBM layer has its own weights that are optimized for 
its feature vector mapping. The BP network is then used to 
spread error information across the RBM. This ensures that 
the network is tuned properly. The training of the DBN model 
is regarded as the starting point of the deep BP network’s 
weights. This ensures that the network is tuned properly and 
overcomes the shortcomings of the BP network.

Apache Spark
A cluster of Spark is composed of several workers and 
master nodes. Before an individual can start with a machine 
learning project, they must first get their local models and 
datasets into a storage backend that’s supported by Apache 
Spark, which is a popular open-source software. After the 
data has been loaded, the user can submit their machine-
learning tasks to the Spark client. This client then forwards 
these tasks to the Master node. The Spark driver generates 
a spark context that enables the user to access the cluster’s 
resources. This allows the cluster to distribute the tasks to 
the various Worker nodes. An independent worker can split 
a task into smaller steps. They can also launch a process that 
handles local processing simultaneously.

When a task requires the use of a storage backend, the 
Worker nodes typically use an abstraction called the resilient 
distributed datasets. The resilient distributed datasets 
representation helps the cluster’s storage I/O latency by 
allowing the cluster’s various Worker nodes to collocate 
data into shards. The data stored at each executor process 
is also kept in an in-memory cache to improve storage 
performance. As each step of a given task is performed by 

different workers, it’s necessary that they can easily transfer 
information among themselves. The output of the workers 
is then sent to the master node, which is responsible for 
forwarding and merging the data.

Intrusion attack Recognition model based on the DBN-PSO
The model for intrusion detection is shown in Figure 2. It 
features a DBN input layer composed of various types of 
network data. When implementing a DBN network in an 
analysis, the first step is to train the network structure. 
The training phase of the DBN involves various steps, 
such as pre-training and reverse tuning. Each of the RBM 
network’s layers is independently trained. To ensure that 
the necessary details are retained, a pre-training process is 
carried out. The mapping of vectors to the various feature 
spaces is carried out. The BP network is then set up in the 
last layer. The output eigenvector of RBM is then sent as 
the input eigenvector to the DBN. The training process for 
the classification of entity relationships is then carried out. 
Ensure that the weights in the respective layer are optimal 
for the mapping of its feature vectors. The BP network must 
also be used to distribute error information in the entire 
DBN. In the top-to-bottom layers of the RBM network, the 
training process is performed to fine-tune the DBN structure. 
The training of the model is regarded as the start of the 
weights of the deep BP network, which will allow the DBN 
to overcome its disadvantages.

A classification problem is usually associated with the 
detection of intrusions on a healthcare platform. The first 
step in the process is to preprocess the data. The paper 
presents a method that converts symbolic attributes into 
numerical ones. For instance, the protocol type attribute 
feature can be processed by the three values in column 2 
of the data set. 

The obtained data are then normalized according to 
equation 1, which ensures that the attributes are in the same 
order of their magnitude.

minmax

min)()(
xx
xixix

−
−

=  	 (1)

The value of )(ix  is the normalized form of the variable’s 
original value. Its value is expressed as x(i). The minimum 
and maximum values of the variable are, respectively xmin 
and xmax.

Figure 1: Spark-DBN-PSO architecture for intrusion detection

Figure 2: Detection model based on the deep belief network (DBN)
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The DBN network structure has been pre-established after 
the intrusion detection data has been processed. The PSO 
algorithm is then used to optimize the network structure 
in each layer. The learning rate, number of nodes, and the 
DBN’s hidden layer’s number of nodes are some of the 
parameters that are commonly considered when it comes to 
establishing a good network structure. The learning rate is a 
measure of the progress that the model makes in its learning 
process. It can be set by users through various learning 
materials. For instance, the optimal learning rate can be 
determined by analyzing experience values. The number 
of network layers, on the other hand, is a more complicated 
calculation. In this paper, the dataset used is not very large, 
and the network layers that were selected meet the needs 
of intrusion detection. One of the most important factors 
that can affect the performance of a DBN network model is 
the number of nodes in its various layers. The formulas used 
in most literature for calculating the number of nodes in a 
given layer are usually based on large training samples. The 
results of these formulas are not optimal, and the variations 
in the obtained number significantly affect the performance 
of the network model. In order to avoid overfitting during 
training, it is important that the number of network nodes 
in each layer is optimized.

The number of nodes in the DBN’s hidden layer is 
optimized through the selection of the fitness function 
for the model. The condition of the PSO ensures that the 
number of nodes is constantly updated. The supervised 
learning process for the PSO-DBN model is performed after 
the model has been completed. It involves updating the 
weights of the nodes using BP. This learning is carried out 
after a set of epochs has been assigned.

Security model based on Spark DBN-PSO
The goal of this model is to provide a secure environment 
for the outsourcing of inference and training workloads for 
machine learning. This is typically done in scenarios where 
the owner of a private dataset has sensitive information. This 
type of setting is commonly used in health-related fields, 
such as identifying rare diseases. Even if a cloud service can 
process large amounts of patient data, healthcare facilities 
are reluctant to transfer this data to it due to security 
concerns. In contrast, insurance firms can use this data to 
predict traffic accidents. Although a company can greatly 
benefit from using the cloud resources of a third-party 
service, doing so could expose the predictive model to 
unauthorized access.

This paper aims to provide a framework for protecting 
the data owner from a malicious adversary that is trying to 
target its data. It assumes that the client will not perform 
malicious queries or put false data into the model training. 
The data owner is responsible for enforcing the access 
control mechanisms that are used to manage its data. These 
are widely used and are documented in previous research.

The primary goal of this security measure is to ensure that 
the data collected by clients is protected from unauthorized 
access. We want our system to act as a black box for 
Apache Spark ML scripts so that it can perform proper 
inference and training. The security model we use considers 
both semi-honest and honest adversaries. Semi-honest 
adversaries are usually considered when there is a breach 
in the confidentiality of the model and data. Malicious 
entities can exploit this type of vulnerability to access the 
processing data. Nevertheless, we also provide additional 
countermeasures against the exploitation of adversarial 
queries. These include the injection of samples into the 
training model or the backend.

We assume that the data collected by SparkNodes, 
including the duration and number of steps taken, are 
explicit leaks. This is because, even though they use secure 
channels, an adversary can still observe their network 
communication and deduce these parameters. To minimize 
the privacy of this data, implementing fixed-size outputs and 
constant-round execution would require additional steps.

Result and Discussion 
The data of patients is stored on a network. This means that 
the actions that happen in the data can be monitored if you 
have the right system. An IDS can monitor the activities in 
your network to see if they are suspicious. If someone logs 
in with administrative credentials at 3:00 a.m. It’s possible 
that they are trying to access your sensitive information. The 
actions that happen in the network around your sensitive 
health information can be used to identify what’s happening 
inside it.

Dataset Description
We consider the MIMIC-III database (https://mimic.physionet.
org/gettingstarted/dbsetup/), which was collected from the 
intensive care unit of a hospital in Boston, Massachusetts, 
USA. The MIMIC-III database is the world’s largest repository 
of hospital data. It contains information about over 52,726 
critically ill patients. It is an open-source data platform that 
researchers can use to collect and analyze patient data.

Environment
The experiments were carried out on a Cloudera 6.3 cluster 
consisting of eight Dell Optiplex 3070 Small-Form desktop 
computers. They were powered by an Intel Core i5-9500 
CPU and 16 GB RAM. The cluster’s host operating system is 
Ubuntu 18.04.4 LTS, with a Linux kernel version of 4.15.0. Each 
machine has a 10Gbps Ethernet card. The experiments were 
performed on one server, which houses the Spark Master 
and the client. The remaining seven servers are used for the 
Spark Workers.

Simulation Results
In today’s world, the security of scientific papers is of utmost 
importance. This is because, in order to prevent unauthorized 
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access, organizations must implement effective security 
auditing mechanisms. An intrusion detection system is used 
to monitor and detect anomalous activities. This system is 
designed to prevent unauthorized access to a system. This 
system can be categorized into two parts: the surveillance 
domain and the control domain. The latter can monitor a wide 
variety of applications and corporate networks. Figures 3 to 11 
shows the implementation results of the proposed framework.

Figure 3: Heat map for attributes

Figure 4: Intrusion identification based on test id, seasonal and 
trend

Figure 5: Trend plot

Figure 6: Seasonal plot

Normal traffic
Traffic from normal hosts that have been validated 
previously and is particularly valuable for determining actual 
performance.

Traffic from malicious hosts or robots is known as 
malware or botnet traffic.

Background traffic is defined as unidentified traffic that 
is used to saturate algorithms in order to test their speed.

Figure 7: Intrusion prediction plot

Figure 8: Intrusion detection based on year, week, month and daily 
hours
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To increase the number of hidden layer nodes, the PSO 
algorithm is used. The findings of this algorithm are 
presented in this publication. By optimizing the classification 
error, the PSO method can increase the number of hidden 
layer nodes. The study’s findings (Figure 12) suggest that 
adjusting the number of hidden layer nodes at a minimum 
error of 0.0923 yields the best outcomes.

Comparison of the Proposed System with Existing 
Techniques
The suggested system is compared to current classifiers such 
as decision trees, random forests, and RBF in this section. The 
following metrics are taken into account when evaluating 
the proposed system: Precision, recall, F-measure, and 
accuracy (Tables 1 and 2).

Figure 9: Intrusion change point

Figure 10: Prediction performance analysis

Figure 11: Normal vs abnormal action

Figure 12: Optimization results of the PSO algorithm

Figure 13: Accuracy of the proposed system along the existing 
techniques

Figure 14: Overall workload estimation of the proposed system 
along the existing techniques

Figure 15: False alarm rate
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Table 1: Threat analysis comparison

Methods Accuracy Overall workload 
estimation

false-alarm rate 
(FAR)

various infection 
rates efficiency number of 

iterations

SVM 0.95 0.0851 0.0587 0.0245 1.025 358

SVR 0.96 0.0785 0.0487 0.02854 0.987 350

ANN 0.97 0.0534 0.0368 0.0355 1.025 320

RNR 0.95 0.0635 0.06854 0.0246 1.069 250

Proposed 0.99 0.04761 0.02941 0.0119 1.1904 234

Figure 16: Various infectionrate

Figure 17: Efficiency

Figure 18: Number of iterations

Table 2: List of classifiers with proposed system

Classifiers Precision Recall F-measure Accuracy

Decision tree 0.968 0.931 0.949 96.5333

Random forest 0.968 0.934 0.95 96.667

RBF 0.976 0.927 0.95 96.5333

Proposed 0.961 0.986 0.976 99.04

Figure 19: Comparison graph for precision

Figure 20: Comparison graph for recall

In comparison to existing classifiers such as RBF, decision 
tree, and random forest, the suggested system has an ideal 
precision value of 0.961. It was used to count the number 
of events that occurred in a certain time frame using a 
regression approach.

The suggested system has a recall value of 0.986, which is 
higher than RBF, decision tree, and random forest classifiers. 

Figure 21: Comparison graph for F-measure
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It has also correctly segregated the events using both top-
down and bottom-up clustering techniques.

The proposed system has been able to record all the 
rare events that happened in the multi-cloud environment. 
It has gained a better F-measure value of 0.976 as against 
other classifiers such as RBF, decision tree, and random forest 
(Figures 13-21).

In the above, Figure 22 is used to capture unusual 
occurrences, and an ensemble-learning approach is used to 
segregate assaults based on their properties in the proposed 
system. When compared to existing classification methods 
such as random forest, decision tree, and RBF, the suggested 
system has a higher accuracy of 99.04.

Conclusion 
One of the most critical factors in protecting medical data 
is the detection of unauthorized access. Deep learning 
techniques can be used to identify potential threats 
in complex data sets. The ability to perform tasks with 
unsupervised learning can also help the DBN identify 
breaches in large and diverse databases. The classification 
and extraction capabilities of the DBN are ideal for medical 
security. In addition, it can be utilized to enhance the network 
structure by identifying hidden layer nodes. A study revealed 
that the PSODBN algorithm, which is a part of deep learning, 
has an accuracy rate of 99.04%, making it superior to other 
techniques such as ANN and SVM. The PSO-DBN algorithm’s 
optimization effect is better than that of other deep learning 
methods. In addition, it can be utilized to perform tasks such 
as detecting intrusions and extracting feature vectors.
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